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Abstract

An efficient resource allocation scheme directly affects the overall system’s network utilization, and notably, the wireless resource such as bandwidth is itself an expensive commodity. In this regards, to address the requirement of massively increased IoT traffic at the edge, as a solution approach, a number of small cell base stations (SBSs) have been deployed with certain computational capabilities. However, it is still limited, and any inappropriate resource allocation scheme for the associated nodes with traffic characterized by ultra-reliability and low-latency (URLLC) requirements can impact the system’s resource utilization and performance. Considering a reserve resource for such kind of traffic, the resource allocation problem in each time slot behaves as a node selection problem with contention amongst active nodes for the resource. In this paper, we have formulated this as an index problem, and with simulation results have shown that the cumulative reward in terms of network utility is maximized following this approach.
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I. INTRODUCTION

Radio resources such as bandwidth is considered scare, and is therefore an expensive utility whose management has been of a great challenge for the evolution of mobile networks. On the top of that, traffic with strict latency and reliability requirements in 5G networks requires an efficient resource allocation scheme to make it a success [1]. On the other hand, the massive growth of IoT networks has brought up numerous challenges while handling such traffic in an effective way [2].

Wireless Network virtualization has emerged as an promising alternative to manage the wireless resources amongst number of participating users. It invoked the concept of network slicing, and flexible allocation of the slices of network resources, such as bandwidth [3] - [5] to the users. In [6], authors have introduced an online network slice broker to facilitate the network resources for improving the overall network utilization ratio. The problem was formulated as a bandit problem (MAB) corresponding to the mobile traffic forecasting scenario [7]. As with the MAB problem, there exist the dilemma of exploration and exploitation to attain the cumulative reward, while minimizing the total regret in the system. The solution for this can be found using Bellman’s equation [10], however, the solution cost is expensive for the larger systems. In case of IoT systems, with abrupt traffic response and latency sensitive requirements, such approach may appear to be impractical. Thus, there should be a mechanism to efficiently allocate the network resources for addressing these stringent demands of IoT traffic while improving the overall network utility. We formulate this scenario by firstly employing the technique of reserve resources for latency sensitive traffic of IoT nodes in terms of mini-slots, as mentioned in 3GPP standard for 5G networks. We define the network scenario as a family of bandit process, and implement the index theory approach [8] for a family of semi-decision Markov Process to prioritize the nodes that could maximize the overall network utilization upon reserve resource allocation.

The paper is organized as follows. Section II discusses the system model and Section III explains about the problem formulation and proposed solution approach. Section IV shows simulation results. Finally, Section V concludes the paper with future work.

II. SYSTEM MODEL

We consider $n$ IoT nodes associated with a single small cell base station (SBS) as in Fig. 1. Each node can collect sensory
Algorithm 1 Index Based Node Association

1:  **Input:** $\mathcal{B} = \mathcal{F}, r, a.$
2:  **Output:** $\nu$, index.
3:  $\mathcal{I} = \{\}$, $i = N$;
4:  **while** $i > 0$ **do**
5:      Calculate the index value, $\nu(F_i)$
6:      $\mathcal{I} = \mathcal{I} \cup \nu(F_i);$
7:      $\mathcal{B} = \mathcal{B}\setminus i$;
8:      $i = i - 1$;
9:  **end while**
10:  Return maximum value in $\mathcal{I}$ as $\nu$, and its corresponding index as index.

For obtaining a bounded reward value. This way, the presented problem resembles with a discounted- reward Markov decision process which solution can be found using dynamic programming equations [10]. However, the solution becomes difficult to solve for an $n$-bandit process where the problem grows exponentially. Therefore, using these definitions, we refer [9] which states that for a discrete time Markov decision process, there exists an optimal policy defined as index policy, which is characterized by a real-valued index, $\nu(F_i, x_i(t))$, and it is to continue the bandit process having greatest index. With this definition, for a given stopping time $\tau$ we have,

\[ \nu(F_i) = \max_{\tau > 0} \nu_{\tau}(F_i) \]

where, $\tau$ defines the decision time to stop applying the control $u = \{1\}$.

For the expected total discounted reward over $\tau$ steps: $R_{\tau}(F_i) = E \sum_{t=0}^{\tau-1} a^t r_i(x_i(t))$, and the expected total discounted time over $\tau$ steps: $W_{\tau}(F_i) = \sum_{t=0}^{\tau-1} a^t = (1 - a)^{-1} E(1 - a^\tau)$, we can formalize the Gittins Index value using definition in (1) as,

\[ \nu(F_i) = \max_{\tau > 0} \nu_{\tau}(F_i) = \frac{R_{\tau}(F_i)}{W_{\tau}(F_i)} \]

Let's analyze the formulation in (2) with a simple case scenario of two bandit process $F_1$ and $F_2$. For a stochastically independent bandit process $F_1$ and $F_2$, having indices as $\nu(F_1)$ and $\nu(F_2)$, with $\nu(F_1) > \nu(F_2)$, and the stopping time $\tau$ for the process $F_1$, and $\psi$ as an arbitrary stopping time for $F_2$, we can derive the following relation as,

\[ \nu(F_1) > \nu(F_2) \iff R_{\tau}(F_1) + E a^\tau R_{\psi}(F_2) > R_{\psi}(F_2) + E a^\tau R_{\tau}(F_1) \]

From (3), we can analyze that the return of reward with the choice of control $u$ applied for the bandit process will be improved by selecting continuation control on the bandit with the greatest index. Therefore, for the node selection problem at time $t$, we can evaluate the index values at the bandit processes given state $x_i(t), \forall i$. Then after, we can choose to apply the continuation control to the bandit with highest index value,
as (3) guarantees for better discounted cumulative reward. The detail implementation for this scenario is presented in Algorithm 1.

IV. SIMULATION

For the simulation scenario, we quantize the fraction of reserve resource as $|N| = 6$ levels, where each level defines the state of the bandit process. We consider 6 IoT nodes associated with the SBS, and define the transition probability matrix for the family of bandit processes $\mathcal{F} = \{F_1, F_2, F_3, F_4, F_5, F_6\}$. In each round, the reward $r$ was randomly generated for the states. We use the values of discount factor $\alpha = 0.9$. Fig. 3 shows the priority of node selection based upon indexing in each round of decision making. We can observe for three decision time: $t_1$, $t_2$ and $t_3$, the order of node selection based on highest index value should be $\{F_3, F_1, F_1\}$. In this regards, Fig. 4 shows that the index based solution provided better expected reward in terms of reserve resource utilization for the SBS. This is because, and each decision time the SBS applies continuation control to the bandit process (node) with the greater index value. This result complies with the relation derived in (3).

Fig. 3. Sequence of Node Selection via Indexing
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Fig. 4. Comparison of Index Based Node Selection and Heuristic Approach

V. CONCLUSION

In this paper, we have proposed an index base resource allocation scheme for the latency sensitive IoT traffic to improve the overall network utilization. We have formalized the network utilization in terms of cumulative reward while effectively allocating reserve resource to the family of bandit processes. Our simulation results shows the improvement in cumulative reward while implementing index based node selection approach for allocating the reserved resource.
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