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요 약

IEEE 802.11 DCF 채널 접근 기능은 충돌을 피하고 hidden-terminal과 exposed-terminal 문제를 회피하기 위하여 두 톤 네트워크 내에서는 단일 전송을 하락한다. 이러한 단일 전송은 전송자의 이웃 노드가 전체 왕복시간 동안 데이터 프레임을 기타리게 하며, 프레임 전송의 증가와 네트워크 처리량을 낮게 하는 결과를 초래한다. 실시간 응용들은 낮은 매체 이용, 특히 높은 네트워크 트래픽에 대해 심각하게 영향을 받는다. 본 논문은 IEEE 802.11의 프레임 집합화 기술을 이용하여 기본적인 DCF 기능을 유지한 단일 전송 장애를 극복하는 새로운 방안을 제시한다. 제안한 방안은 빵 간섭 동기화 솔루션에서 병렬 전송을 하용한다. 병렬 전송은 몇몇 상황에서 물리적인 전송자 감지와 랜덤 백오프 타임을 회피하며, 프레임 전송을 줄이고 매체 이용과 네트워크 용량을 증가시킨다.

Abstract

The IEEE 802.11 DCF channel access function allows single transmission inside two-hop network in order to avoid collisions and eliminate the hidden and exposed terminal problems. Singular transmission capability causes data frames waiting for the entire roundtrip time in the transmitter neighborhood, and results in increased frame latency and lower network throughput. Real-time and pervasive applications are severely affected for the lower medium utilization; especially with high network traffic. This work proposes a new scheme with the help of Frame Aggregation technique in IEEE802.11n and overcomes the single transmission barrier maintaining the basic DCF functionality. Proposed scheme allows parallel transmissions in non-interfering synchronized slots. Parallel transmissions bypass the conventional physical carrier sense and random Backoff time for several cases and reduce the frame latency and increase the medium utilization and network capacity.
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I. INTRODUCTION

The CSMA/CA based IEEE 802.11[1] medium access control (MAC) standard has been accepted as major wireless shared channel access mechanism for ad-hoc wireless networks including the Sensor and Mesh Networks. It is offering higher data rates gradually maintaining the low cost per bit. The 802.11 Task Group n (TGn) and other researchers are now chasing the limitations in the protocol in order to offer amendments in both MAC and PHY layers for higher throughput, and higher speed enhancements.
Two major methods to improve the wireless network performance are offered by the researchers: one is to increase the raw bit rate at the PHY layer and the other is to reduce the overheads in the MAC layer. Repeated contention overhead has been eliminated in 802.11e\textsuperscript{[2]} by Transmission Opportunity (TXOP) limit and Block Acknowledgement schemes. These schemes offer several data frame transmissions within TXOP limit. Recently, the Frame Aggregation has been offered that reduces overheads for the repeated PHY and MAC headers as well as the channel access overheads. The Frame Aggregation (FA) scheme forms a super frame by aggregating several smaller frames under single MAC header\textsuperscript{[3–5]}. Both Block-Ack and Frame Aggregation schemes improve the peer-to-peer throughput for sender–receiver pairs. However, larger frame size or prolonged occupancy of the wireless medium obstructs neighboring nodes from transmitting and receiving for longer durations.

Long frame transmissions reserve the wireless medium for prolonged period. The prolonged reservation defers other transmissions, and these frames experience increased latency. Eventually the network performance degrades, and Multimedia and other QoS services are dropped out due to timeouts.

This work concentrates on frame latency reduction at the neighboring nodes of an active transmitter–receiver pair. Proposed Slotted Transmission scheme uses mutually non-interfering parallel transmissions during the carrier sense stages and reduces the frame latency. Parallel transmissions are synchronized with each other and avoid interference between them.

We begin by presenting the motivation of the work with some of the related works, in the next section. Section III describes our proposed MAC protocol and the performance analysis is presented in the section IV. Section V concludes the paper.

\section{Motivation and Related Work}

The 802.11 family of MAC protocols uses distributed channel access functions (DCF) or its enhancements (EDCA or AEDCF) for ad-hoc networks\textsuperscript{[1–2]}. These methods avoid collisions by both physical and virtual carrier sensing. For convenience, we use the term DCF and the 802.11 channel access function interchangeably. Detailed of DCF functionality is available in \textsuperscript{[1]} and \textsuperscript{[2]}.

1. Frame Latency in 802.11 DCF

The term “frame latency” is defined as the duration that a (data) frame waits after its arrival to the MAC layer and before being transmitted. Figure 1 shows the timing diagram of the DCF channel access mechanism for 802.11 MAC and how a frame experience latency in the MAC layer. A node

\begin{figure}
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\caption{IEEE 802.11 DCF 채널 접근 메커니즘에서의 프레임 지연}
\label{fig:DCF_latency}
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Fig. 1. Frame Latency in IEEE 802.11 DCF channel access mechanism.
switches to the virtual carrier sensing mechanism and updates its network allocation vector (NAV) when it overhears an RTS, CTS or a DATA frame. Overhearing nodes update the NAV duration from the duration field in the MAC header. The NAV is decremented in each time-slot and the node refrains from transmitting until this value reaches to zero. When the NAV expires in the nodes that were waiting for transmit data, it switches to the physical carrier sense and contend for medium access. There are many interesting delay analysis and performance evaluation of IEEE 802.11 DCF and similar protocols [6–8]. Most of the analyses, however, consider single flow within one-hop network from transmitter and receiver and describe the peer-to-peer delays and factors.

An awaiting frame experiences latency during the virtual and physical carrier sense procedures. Details of the latency can be observed in the NAV(RTS) timeline in figure 1. The length of the delay is the remaining part of the NAV plus the time required to send an RTS frame for the frame after winning the medium access contention. In mathematical form:

\[
\delta = (v - t) + (DIFS + T_{backoff})
\]

(1)

where, \(v\) is the initial NAV value (time) and \(t\) is the arrival time of the data frame.

The first component in (1) depends on the size of current data frame. On the other hand, we find that second part is for the physical carrier sensing. The second part maintains the collision avoidance mechanism. So we can conclude that, frame aggregation mechanism or multi-frame TXOP scheme increases the frame latency. The prolonged NAV does not only increase the latency but also increase the frame arrival probability in 1-hop network within current transmission and results in increased collision probability.

From (1), we find that the frame latency can be reduced in two ways only. First, allowing parallel transmission during the virtual sense mechanism; and, the second is to avoid medium contention whenever possible. The first method requires distributed and precise synchronization between the parallel flows and should avoid the hidden and exposed terminal problems. The second method requires a collision avoidance procedure as well as efficient handling of the hidden and exposed terminals.

2. Related Works

Several solutions for parallel transmissions in wireless medium that reduce frame latency have been proposed in recent years. Most of them use multi-channel wireless medium or centrally-coordinated channel access mechanism. HomeRF[9], Bluetooth[10] and IEEE 802.16 (WMAN protocol)[11] are the standardized forms of such proposals. HomeRF uses cordless telephone channel frequency, Bluetooth uses master–slave architecture, and the IEEE 802.16 uses centrally coordinated channel access scheme. Researchers are working on parallel transmission in single channel wireless medium over a long period. The conservative nature of IEEE 802.11 DCF for avoiding collisions creates challenge for parallel transmission. Parallel transmissions using transmission power control is proposed by Sigh et al.[12]. However, the power control from MAC requires enhancements in the physical layer. The MACA-F[13] and its extension[14] use a delay between the first RTS signal and data transmission in order to schedule non-interfering parallel transmission. The control delay creates and computation for scheduling adds large overheads. Some solutions are also available that uses directional antennas in order to avoid interference between concurrent transmissions [15–16], but the solutions causes huge increase in cost.

In all solutions, enhancements in the basic DCF architecture or in the physical layer are required.

In contrast, our proposed scheme uses the basic 802.11 DCF architecture without any enhancement in the physical layer. We synchronize the parallel transfers using available control frames and the synchronization itself avoids interference and collisions.
III. PROPOSED SLOTTED TRANSMISSION

Parallel transmissions and avoiding the physical carrier sensing mechanism are the two key methods for reducing latency. Parallel transmission within neighborhood of both sender and receiver is prohibited by DCF in order to avoid interference at receivers (or at transmitters while they receive acknowledgements). The protective measures like physical carrier sense and RTS/CTS exchanges are used for collision avoidance and to handle the hidden and exposed terminal problems. Allowing parallel transmissions within these conservative approaches in the DCF is the main challenge in reducing frame latency.

1. Fixed Length Transmission Slots

Parallel transmissions require precise synchronization to keep them away from interference with each other. Figure 2 shows how data and acknowledgement frame transmissions can be synchronized. Transmitters T1, interfere at the corresponding receivers. Again, if the T2 and T3 transmit data in parallel, so, they do not interfere at the corresponding receivers. Again, if the receivers R1, R2 and R3 send their acknowledgements simultaneously, the signals do not interfere at corresponding transmitters. Although the idea is simple, it is very difficult to implement when data frame sizes are different or they start transmissions at different time instants; and such situations are quite natural. In such case, the receiver of the smallest data frame (for example R1) would acknowledge immediately after an SIFS interval and that would interfere at the transmitter (T1) with other data frame signals (coming from T2 and T3).

2. Frame Aggregation and Transmission Slots

For perfect synchronization, we propose to convert variable length data frames into a fixed length frame (or fixed length fragments) using the Frame Aggregation Scheme for IEEE 802.11n [3-4]. We use the maximum allowable frame (or fragment) size of the MAC as the common fixed length (Fig. 3). Lacking number of bytes is padded by a dummy frame at the end which is discarded at the receiver during dispersal.

3. The SlotThreshold

The Aggregation process that makes frame size to the size of a maximum fragment (2304 bytes) adds large overheads for small sized frames. Further, we already discussed that small sized frames causes little latency of frames at the neighboring nodes. Depending on these facts we introduce a new threshold value to determine when the node would go for slotted transmission. From experimentation, we set the value of SlotThreshold to the half of the maximum fragment size (i.e., 1152 bytes). So, any frame (single or aggregated) of size less than 1152 bytes would follow the existing DCF procedure. Otherwise, the aggregation sub-layer[4] would make the frame size equal to a multiple of fragment size and the slotted transmission would be initiated.

4. Slot Initiation

Any frame larger than SlotThreshold in a node is
converted to a super-frame of fixed length from the aggregation sub-layer. When the node gets the transmission opportunity (TXOP) after winning the contention procedure, it sends the RTS signal to the receiver. The duration field in the RTS frame contains the value:

$$D = T_{cts} + (3 \times T_{sys}) + \tau + T_{ack}$$

where, and are the required transmission time to transmit the CTS and ACK frames by the receiver at the lowest rate (6Mbps), is the SIFS interval, and, is the slot duration equal to the required transmission time for the frame of maximum fragment size. After sending the RTS, the first transmission slot starts at:

$$\phi_{init} = D - (T_{cts} + (2 \times T_{sys}))$$

Nodes overhearing the RTS signal in the transmitter neighborhood can easily extract the same slot–start time from the duration field. So, using the existing RTS frame the first transmitter (hereinafter referred as Initiator) informs its neighbors about the slotted transmission.

5. Parallel Transmissions

Any node within the neighborhood of the initiator can initiate a new transmission within the same transmission slot(s) subject to the following conditions:

(a) The node has data frame(s) to send
(b) The node received the RTS signal from the Slotted Transmission Initiator (NAV is set due to RTS of the Initiator), and,
(c) The node did not receive any CTS frame from any of its neighbors

Condition (a) is straightforward, condition (b) confirms that it has transmitter(s) in its neighborhood that is (are) transmitting in the slotted mode, so it should not go through the EDCA contention mechanism, and, finally, condition (c) confirms absence of any receiving station within its neighborhood where its signal can interfere.

6. Parallel Transmission Synchronization

When these three basic pre-requisites come together, the node(s) go for parallel transmission bypassing the 802.11 DCF/EDCA/AEDCF channel access contention mechanism. Depending on the size compared to the RTSThreshold, it determines the start of transmission time and the padding frame size for aggregation.

$$t_{min} = \begin{cases} \phi + (\tau - \lambda - T_{min}) , & L < Th_{RTS} \text{ and } (T_{min} + \lambda) < \tau \\ \phi + \tau , & L < Th_{RTS} \text{ and } (T_{min} + \lambda) \geq \tau \\ \phi + (\tau - T_{min} - T_{sys} - T_{ack}) , & L = Th_{RTS} \end{cases}$$

where, , and represents the frame size, RTSThreshold, and the arrival time of the data frame within current slot respectively, is the start time of current transmission slot, and, represents the round trip time for the frame .

The first case in the equation is used for frames that do not require RTS/CTS exchange and the transmission can be completed within remaining slot time. The second case is for frames that do not require RTS/CTS but cannot complete the transmission within the remaining time of current slot. So, it transmits the data in the next slot without going for the physical carrier sense and random Backoff procedure. And the third case is for frames that require RTS/CTS exchange. In the second and third case, data frame is transferred in the next slot whether initiator uses it or not. The slotted transmission timing with parallel transmission is shown in figure 4.

By selecting appropriate transmission start time within a slot we avoid collisions and interference between the parallel flows. The starting time and fixed length of data frames ensure proper synchronization of acknowledgements and CTS frames from the receivers.

IV. PERFORMANCE ANALYSIS

The performance of the proposed slotted transmission scheme has been analyzed and compared...
with existing 802.11 DCF (and its descendents). Two-hop network topology from the transmitter has been considered. Frame arrival follows Poisson distribution. In all cases, we used 216 Mbps (802.11n) and 6 Mbps rates for data and control frame respectively. Single rate transmissions are considered for the difficulties in multi-rate support in NS2.

A two-stage performance evaluation procedure has been performed. In the first stage, impact on flow throughput without any parallel transfer has been considered to identify performance degradation when there is no frame waiting at the neighboring nodes of the transmitter. In the second stage we analyze the parallel transmission cases and the frame latency and overall network throughput is observed.

1. Single Flow Performance

The proposed scheme adds some overheads in data frames that are larger or equal to the SlotThreshold in order to offer parallel transmission and resulting in sacrificing some throughput. Figure 5 describes the impact for the overheads on throughput when there is no parallel transmission and figure 6(a) shows the average throughput for both schemes. Throughput of both legacy 802.11 DCF and Slotted Transmission is identical when the payload size smaller than the SlotThreshold.

Shaded components in figure 5 identify the regions where the slotted-transmission performance degrades compared to the legacy MAC protocols. Both schemes offer same flow-throughput when the payload size is multiples of the Fragmentation Threshold and the performance in slotted-transmission degrades as payload size is away from the next multiple of Fragmentation Threshold. It behaves like that because as the payload size approaches to the multiple of Fragmentation Threshold, the overhead size (padding bytes in frame) reduces. The padding overhead could be minimized by careful aggregation in the aggregation sub-layer.

Figure 6(b) depicts the throughput sacrifice by the initial flow within transmitter neighborhood. We shall see in the next stage of the analysis that the gain in overall network throughput for parallel transmission
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2. Parallel-Flow Performance

In the parallel flow model, the simulation was run for a number of frame arrivals within the originator neighborhood. Fixed-length frames arrive following the Poisson distribution. The corresponding frame latency and overall network throughput have been calculated. We observe distinguished reduction in frame latency and large gain in overall throughput when several data flows exist.

Figure 7(a) shows observed frame latencies for both legacy DCF and proposed slotted transmission for several payload sizes and random arrival time.

Figure 7(b) shows corresponding overall network throughput for the parallel flows. The legacy 802.11 DCF provides constant throughput for same size
payloads as because it transmits frames one after another. Each frame contends for medium access with a random Backoff time after getting the free medium for DIFS period. In contrast to this, in the slotted transmission, frames are transmitted within the current or next transmission slot avoiding the physical carrier sensing mechanism. The slotted transmission performs better than DCF because it allows parallel transmissions from the transmitter neighborhood.

V. CONCLUSION

This work introduces parallel transfer within the existing legacy MAC framework defined in IEEE 802.11 standard in order to reduce frame latency and enhance overall network throughput. The frame aggregation mechanism is used to control the transmission duration of a frame and to synchronize the acknowledgements with other parallel receivers. Distinct advantage of the proposed slotted transmission is observed when parallel flows are opened within the transmitter neighborhood. Frames experience little latency and the overall network throughput increases compared to the legacy 802.11 MAC protocols. To find out the maximum number of parallel flows, network limit and probabilistic analysis of the proposed mechanism are the open issues for future work.
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