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Abstract— Wireless sensor networks are considered the sensing
technology of the future. Large numbers of untethered sensor
nodes can be used for tracking small animals and targets,
environmental monitoring, enforcing security perimeters, etc.
A major problem for many sensor network applications is
determining the most efficient way of conserving the energy
of the power source. Some networks use batteries, while others
suggest different methods of gathering energy (e.g., solar cells).
Regardless of the powering method, energy conservation is
of prime importance for sensor networks. The best way to
conserve energy is to turn the sensor nodes off; however, since
an inactive sensor node is no longer part of the network, the
network can become disconnected. This creates a fundamental
trade-off. In this paper, we propose a deterministic, schedule-
based energy conservation scheme. In the proposed approach,
time-synchronized sensors form on-off schedules that enable
the sensors to be awake only when necessary. The schedule
establishment is fully distributed and thus appropriate for large
sensor networks. The performance of the proposed approach is
evaluated through the use of simulations.

Keywords: System design, Simulations.

I. INTRODUCTION

Wireless sensor networks [1]–[3] have the potential to
revolutionize sensing (and actuating) technology in the future.
Large numbers of cheap untethered nodes can be placed in
the area to be monitored. The large number ensures that at
least some of the sensors will be close to the phenomenon
of interest and thus be able to have high quality measure-
ments. In-network processing allows tracking of targets and
the evolution of the studied phenomena. It also allows for
substantial power savings and reduced bandwidth necessary
to observe certain phenomena [4]–[10]. The large number of
sensors also increases the reliability of the system, as failure
of a percentage of the sensor nodes will not result in system
failure.

Like any other electronic devices, sensor nodes have to be
powered. If a power cable is used, many of the advantages
enabled by the wireless communications are voided. In most
applications, a power cable is not an option. A very popular
method of powering wireless sensor networks is with the use
of batteries. An alternative is to harvest energy, for example,
from a piezoelectric element or from solar panels. However,
under any reasonable assumption, onboard power will be
limited and must be expended responsibly.

Sensor nodes are expected to have very small form factors.
They are also expected to be inexpensive and deployed in
very large numbers. This precludes spending a large amount
of resources on a large, expensive power source for each node.
Once deployed, the sensor networks are usually unattended;
therefore battery replacement is out of the question – the life
of the sensor network is determined by the life of its batteries.
Finally, such a network is typically expected to work for
extended periods of time (weeks, months, and in some cases,
years).

There are several sources of power consumption in sensor
networks, and correspondingly different methods of reducing
power consumption [11]:

• Idle listening is the major power consumption source for
many networks. For most transceivers, the receive mode
power consumption is on the same order of magnitude
as the transmission power [12]–[14], and most MAC
protocols put the transceiver in receive mode whenever it
does not transmit, whether there is the need to receive a
message or not.

• Retransmissions resulting from collisions can be quite
significant if the network load is high and the collisions
frequent.

• Control packet overhead (e.g., RTS, CTS, ACK) can
be significant for sensor networks which, typically, have
small packets.

• Unnecessarily high transmitting power not only results
in higher power consumption, but may also increase the
interference at other nodes in the network.

• Sub-optimal utilization of the available resources; for
example, routes that utilize the nodes with the largest
(remaining) batteries should be preferred.

Corresponding to the importance of the problem, there is
a significant body of research addressing different aspects of
the power control problem [4]–[36]

Some approaches limit the transmission power aiming to
increase the spatial reuse while maintaining network con-
nectivity [15]–[17]. Especially for ad hoc networks, but also
relevant for sensor networks, power aware routing protocols
[25]–[30] demonstrate significant power savings. Approaches
at the MAC layer [11]–[13], [18]–[24] turn the wireless
transceivers off whenever they are clearly not needed (e.g.,
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during backoff periods). The main power savings in these
papers results from reducing the idle listening power, but also
from decreasing the number of collisions.

Depending on the specific applications (or classes of appli-
cation), several approaches at the application layer [4]–[10]
may dramatically improve power consumption. It becomes
increasingly clear that power efficiency design cannot be
addressed completely at any single layer in the networking
stack [14], [36].

For wireless local area networks (WLANs), several power
saving approaches have been standardized for IEEE 802.11
[37] and Bluetooth. In WLANs, the problem is significantly
simpler than in ad hoc networks due to the existence of a single
coordination point (access point for 802.11 and the master
node for Bluetooth).

We will differentiate between event driven and continuous
monitoring sensor networks. A detailed explanation of the two
modes can be found in [10]. The differentiation is mainly
dictated by the application. In an event driven sensor network,
the sensor nodes do not send data (and are most likely asleep)
until a certain event occurs. For example, in a forest fire
monitoring application, until smoke or fire is detected, no data
needs to be sent. The main difficulty in an event driven sensor
network is to be able to wake up the entire network (or at
least a path to the base station) when the event occurs. In a
continuous monitoring sensor network, data is sampled and
transmitted at regular intervals. For example, a temperature
monitoring station can take a reading every half hour and send
it to a central monitoring station. Implementation details and
compression schemes tend to blur the distinction between the
two classes of sensor networks. Indeed, many times, in order to
detect an event, a continuous monitoring scheme is necessary
(e.g., query the smoke sensor once a minute). Similarly, if only
temperatures different from the previous reading are sent, the
temperature change can be defined as an event. Both schemes
can be easily implemented using an event driven operating
system (e.g., TinyOS [38]).

Many existing power saving approaches address the needs
of general ad hoc networks where mobility and unpredictable
traffic patterns impose a trade-off between network perfor-
mance (delay and throughput) and power savings. In contrast,
this paper presents an approach tailored specifically to the
needs of sensor networks with continuous monitoring capabil-
ities. The proposed scheme derives its power efficiency from
eliminating (almost completely) idle listening and collisions in
the sensor network. The need for such a scheme is highlighted
in [10] and prompted by recent habitat monitoring applications
[39], [40].

II. PROPOSED APPROACH

There is no better way to conserve energy than to put the
nodes to sleep (since using low power components only goes
so far). However, a node that is sleeping is no longer part of the
network, and thus cannot help to deliver the sensor data from
its neighbors to its destination. This creates a fundamental
trade-off.

Taking advantage of the unique characteristics of sensor
networks (like stationarity and long-lived, predictable data
flows), we propose to develop a framework for deterministic
optimal energy conservation while maintaining the network
real-time characteristics. The idea is simple, yet powerful. In
the proposed approach, sensor nodes dynamically create on-
off schedules in such a way that the nodes will be awake only
when needed and asleep the rest of the time.

The proposed scheme can be decoupled into two distinct
phases for each flow in the network:

• The setup and reconfiguration phase takes place during
the initialization of the network, and subsequent to any
changes in the network queries and the availability of the
routes. The setup and reconfiguration phase is relatively
short in comparison to the steady state phase. Its goal is to
set up the schedules that will be used during the steady
state phase. If compared to the routing and forwarding
engine of an IP network, the setup phase corresponds to
writing the routing tables.

• The steady state phase takes place between consecutive
setup and reconfiguration phases. Similar to the forward-
ing phase in a routing engine, the steady state phase is
the workhorse of our scheme: it utilizes the schedule
established in the setup and reconfiguration phase to
forward the data to the base station.

These two modes of operation call for two very different
ways of managing communication. During the setup and
reorganization phase, the network needs to self-organize in
a distributed fashion in order to achieve its goals, while main-
taining power efficiency and robustness. During the steady
state phase, the network must operate using as regular a
schedule as possible, to favor maximum efficiency.

We assume that the traffic is periodic, with the same period
in the entire network. Furthermore, we assume that each node
originates only one packet in each period (also called an epoch
in [10]). This corresponds to one data flow. If multiple packets
are sent in each period, a setup phase should be initiated for
each of these packets, or they can be grouped together in a
single data flow. A data flow is at a given time either in the
setup and reconfiguration phase, or in the steady state phase.
Different flows in the network can be in any of the two states
at a given moment. Therefore, new nodes (and the associated
flows) can join and leave the network without disturbing the
rest of the flows. To ensure that the control packets necessary
to set up schedules in the setup and reconfiguration phases do
not collide with the data packets forwarded in the steady state
phase, a two-level priority scheme MAC layer has to be used
(we will provide further details in Section II-B).

Figure 1 depicts the two phases and three states corre-
sponding to the flow of each active node in the network.
The network topology can change because of node failures,
battery depletion, or external influences. All flows affected
by such a topology change will have to enter the setup and
reconfiguration phase until a new route is established. We
expect that the time scale of the topology changes (e.g., a
change every day) and of the data forwarding (e.g., a packet
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Fig. 1. State diagram for each data flow in the network.

every second) to be significantly different; therefore, every
flow will spend a large percentage of its time in steady state
phase when useful work is performed and very little time in
the setup and reconfiguration phase, which is pure overhead,
as far as data forwarding is concerned.

Another distinct reason for entering the reconfiguration
phase is a change in the network objective (corresponding to
a different query [10] or query parameters).

A. The Steady State Phase

Assume for the moment that the network is perfectly
synchronized. We will shortly relax this rather unrealistic
assumption, and we will study the effect of less than per-
fect synchronization on the efficiency of the scheme in the
simulation section (Section III).

In the steady state phase of a flow, the nodes on the path
simply forward the DATA packets originated by the source of
the flow at the appropriate times. To this end, each node on the
path stores a schedule table that specifies when various actions
have to take place. The three different actions considered in
this paper are:

• Sample, corresponding to the source node taking a data
sample. This sample will be forwarded along the (gen-
erally multihop) path to the base station. Samples from
multiple queries can be grouped together and considered
part of the same data flow, or sent as different data flows.
In any flow only the source of the flow has a sample
action in its schedule table.

• Transmit, corresponding to the action of transmitting a
packet of the flow to the next node on the path to the
base station. All nodes on the path of a flow, except for
the base station, have a transmit action associated with
the flow.

• Receive, corresponding to the reception of a packet. This
packet will be further transmitted to the next node in
the path until it reaches the base station. All nodes on
the path of the flow, except for the source node, have a
receive action associated with the flow.

Figure 2 depicts the actions associated with one flow origi-
nating at the source node S = i0, being forwarded through the
intermediate nodes ij , j = 1, . . . ,M to the base station BS =
iM+1. Each node on the path of ij , j = 0, . . . , M + 1 has

tT0

tS
tT1

tR1
T
R

T
R tR2

tT2 T
R

tTM

tRM
tRM+1

M+1i      =BS

T
S R

i  =S0 i i1 2 Mi...

...

S − Obtain a Sample from the Sensor(s)
T − Transmit a Packet
R − Receive a Packet

Fig. 2. The actions associated with a flow originating at the source S and
being forwarded to the base station BS.

two actions associated with this particular flow. The actions
are stored in a schedule table that has two columns:

• the first column stores what type of action that has to be
performed; and

• the second column stores when a certain action has to
take place (i.e., a time); since, for the moment, we assume
the network is perfectly synchronized, time is consistent
throughout the network.

Assume that ∆S seconds are necessary to obtain a sample.
Assume that the transceiver has to be ∆R seconds in receive
mode to be able to receive a packet, and ∆T seconds in
transmit mode to be able to transmit a packet. If the network
is perfectly synchronized, ∆T = ∆R. With these assumptions,
causality constrains the times in the schedules as follows:

tT0 ≥ tS + ∆S , (1)

tTj
≥ tRj

+ ∆R, ∀j = 1, . . . ,M. (2)

If the clocks are perfectly synchronized, the receiver of node
j + 1 has to be started at the same time as the transmitter of
node j:

tRj+1 = tTj
, ∀j = 0, . . . , M. (3)

Since perfect synchronization is practically impossible, an
existing synchronization approach [41]–[44] can be used to
synchronize adjacent nodes with a finite precision. We will
study the effect of the finite synchronization precision in
Section III. To ensure that the receiver is enabled by the time
the transmitter starts the transmission, guard times are needed.
Thus, if nodes j and j + 1 are synchronized with a precision
of ±∆, (3) becomes:

tRj+1 = tTj
− ∆, ∀j = 0, . . . ,M, (4)

and the awake time of the receiver has to be increased by the
same amount:

∆R = ∆T + ∆. (5)

In addition to conditions (1)-(4), any two transmissions that
can interfere with each other have to be scheduled at non-
overlapping times. We will show in Section II-B how such a
schedule can be formed in a distributed manner.

To illustrate network operation in the steady state phase,
consider the situation depicted in Fig. 3 with 10 sensor nodes
(1-10) connected to one base station (BS) that may further
relay the data back to a monitoring station via a long-range
radio. We depict the active routes used by the wireless sensor
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Fig. 3. Example of a 10-node sensor network with a base station BS and a
possible distributed schedule.

nodes by continuous lines with arrows and alternate (backup)
routes by dotted lines. The proposed scheme works with
variable-length packets; but for simplicity, assume that each
sensor has to make a measurement once a second and that it
takes 5 ms to take a sample, and another 5 ms to send the
data.

The leaf nodes (e.g., node 1) do not have to be awake for
more than 10 ms every second. They need to wake up, take
a sample (5 ms) and send it (5 ms), then go to sleep for 990
ms. For example, node 1 can wake up at times instants 1.000,
2.000, 3.000, etc. for 10 ms and sleep the rest of the time. In
the schedule table of node 1, the fact that it has to wake up at
1.000, 2.000, 3.000,... to take a sample is denoted by an “S”
and x.000.

Intermediate nodes (e.g., node 2) on the other hand, have
to take measurements and relay messages on behalf of other
nodes. For example, node 2 needs to be awake for 10 ms
to forward the message from node 1 (receive for 5 ms, then
forward for 5 ms), then take its measurement and forward it
(another 10 ms). In all, it has to be awake for 20 ms, then
go back to sleep for 980 ms. In the schedule table of node 2,
the receiving action is marked by an “R”, and the transmitting
action is marked by a “T”.

In the proposed system, each node will form and maintain
scheduling tables similar to the ones shown in Fig. 3. The
scheduling table of a node contains two entries for all of the
flows originating or forwarded by that node (S and T entries,
if the node originates the flow, and R and T entries, if the
node forwards the flow).

Comments:

• If the base station has limited energy as well, it can also
maintain a schedule consisting of “R” (receive) entries.

• The approach does not limit the capacity of the network.
If data forwarding cannot be scheduled, then the capacity

of the network is exceeded. In fact, it can be shown
that the capacity of the network is maximized when a
synchronized schedule like the one presented in this paper
is implemented [45].

• The nodes closer to the base station will have longer
schedules, as they are required to forward data on behalf
of the nodes closer to the periphery of the network. This
undesirable effect is inevitable in a multihop architecture
with base stations.

• Notice that we did not discuss what happens when a
transmission fails. There are several options:

– If the application tolerates it, we can simply ignore
lost packets.

– In case the medium access control (MAC) layer sup-
ports retransmissions, enough time can be reserved
in the schedule for several (but a limited number of)
retries in case the packet does not go through the
first time.

– Alternatively, the schedule can have one (or several)
special spare cycle(s) reserved specifically for re-
transmissions.

If retransmissions are used, we expect the lifetime of the
network to decrease roughly with 1 − ρ where ρ is the
packet error rate. (The expected number of transmissions
for each packet is 1

1−ρ .) For small values of ρ, the effect
is negligible.

• We expect the energy savings to decrease with the de-
crease in the precision of the synchronization. Indeed,
according to (5), ∆, the synchronization precision, is
equal to the idle listening time.

• Even ignoring the power wasted due to guard times, the
fact that a node sleeps x% of the time does not imply that
x% of the power will be saved. As it is correctly pointed
out in [14], the power spent to wake up is not negligible.
An important side-effect of the wake-up overhead is that
“compact” schedule (like the one for node 3 in Fig. 3) is
preferable to a schedule with gaps (like the one for node
6), which forces a node to wake up several times during
one time period.

• To provide robustness, in case an exception occurs in
the steady state phase (e.g., a collision occurs, several
consecutive packets are lost, the synchronization algo-
rithm fails and has to be restarted, etc.), the affected flows
will reenter the setup and reconfiguration phase that will
attempt to repair the exception.

• For a given network topology and traffic parameters,
there may be many schedules that satisfy the required
non-interference conditions. As far as power savings are
concerned, they are all equivalent: each node except for
the base station will have to be awake for two actions
for each flow it handles. Therefore, there is no question
of optimality from the power savings point of view;
however, different criteria can be used to differentiate two
schedules:

– Compactness: As mentioned before, a compact
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schedule at each node is preferable, as the wake-
up power overhead will only be expended once per
period.

– Delay: A schedule that minimizes the total delay in
the network (or alternatively, the maximum delay)
may be desirable for certain applications.

– Load balancing: A schedule that equally distributes
the burden of forwarding among nodes may be able
to increase the time to the first node death due to
battery starvation in the network.

The advantages of this scheduled approach are multiple:

• First and foremost, it enables power savings by com-
pletely (almost completely with realistic synchronization)
eliminating idle listening, as nodes can go to sleep
whenever they do not have to be awake.

• A proper schedule avoids packet collisions almost com-
pletely. (Rare collision with control packets are still
possible as we will show in Section II-B.) This may
increase the capacity of the sensor network several times
and simplifies the design of the MAC layer.

• A side-effect of avoiding the collisions is that each
packet will experience a small delay and practically no
delay jitter, as randomness is practically eliminated from
the network (barring transmission errors which require
retransmissions).

• Very little or no buffering is required at intermediate
nodes, as each is guaranteed to be able to forward the
data before other packets are received.

B. The Setup and Reconfiguration Phase

Of course the interesting question is, “How is the schedule
presented in the previous section discovered and maintained
in an ad-hoc and distributed fashion?”

As suggested in Fig. 1, the schedule setup algorithm for any
flow proceeds in two steps:

• In the first step (route select) a route from the node
originating the flow to the base station is selected. It is
the role of the routing protocol to provide this route.

• In the second step (route setup) the schedules are set up
along the chosen route. To this end, a special route-setup
packet is sent along the route from the source node of the
flow to the base station. The route setup packet is building
the schedule at the intermediate nodes as it travels toward
the base station.

1) The Route Select Step: The setup and reconfiguration
algorithm is independent of the underlying routing algorithm.
Therefore, many of the algorithms available for routing in ad
hoc and sensor networks [10], [13], [46]–[51] can be used.
Power aware routing algorithms [25], [26] may be preferable,
as they have been shown to provide substantial increases
in network lifetime. The only requirement for the routing
algorithm is to provide at least one route from each node to
the base station.

We will show how the setup phase proceeds using a partic-
ular routing protocol. Let us consider a routing protocol where

the base station advertises routes using a distance vector pro-
tocol. The advertisements can be part of a query disseminated
in the network. The advertisements are periodically flooded in
the sensor network. Each node will thus be able to find how
many hops it is from the base station. Subsequently, each node
chooses one parent with a smaller hop count than itself as its
default route. Therefore, the network will self-organize in a
routing tree with the sink at the base station [10]. If multiple
choices of the next hop exist, then a parent can be selected
using link quality [13], application layer considerations [10],
or any other metric that attempts to minimize delay, maximize
network lifetime [25], [26], etc.

2) The Route Setup Step: During the route setup step, a
special route setup (RSETUP) packet will be sent on the
selected route from the source of the flow to the base station.
At each intermediate node, the RSETUP packet has two
distinct goals:

• to find a time when a DATA packet can be scheduled
without colliding with other nearby transmissions, and

• to append the appropriate entries in the schedules of the
two nodes.

At the minimum, the RSETUP packet will contain the node
source and the duration of the packets on that flow (∆T ).

RTS

RTS CTS

ij

j+1i

CTS ACK

ACK

t jT

∆ T

Node

Node

t

>

RSETUP

RSETUP

Fig. 4. An RTS/CTS exchange of an RSETUP packet between nodes j and
j + 1.

To ensure that only non-contending transmissions are sched-
uled at the same time, the MAC protocol of the RSETUP
packet needs to protect both ends of the communication link.
An example of such a protocol is the well known RTS/CTS
family of protocols [37], [52], [53] (see Fig. 4). Since it
is shown that, under certain circumstances, a collision can
remain undetected by an RTS/CTS type of protocol [54], a
solution like the one presented in [54] can be employed. With
a properly configured RTS/CTS MAC protocol [54], it can be
ensured that contending transmissions are not scheduled at the
same time.

At each intermediate link an RSETUP packet will set up a
pair of actions at the two nodes that form the link: a transmit
action for the node ij , and a receive action at node ij+1

(see Fig. 5). The transmit time tTj
is saved at the time the

transmission of the RTS starts. As Fig. 4 suggests, to avoid
concurrent transmissions when DATA packets will be sent, the
duration of the setup transmission has to be greater or equal
to the duration of the transmission of a DATA packet for that
flow ∆T . The time tRj+1 is computed using (4).
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Fig. 5. Upon a successful exchange between nodes j and j + 1, a pair of
actions is appended to the schedule tables of the two nodes.

If the transmission of the RSETUP packet is successful (i.e.,
acknowledged), both node ij and ij+1 enter the corresponding
actions in a temporary schedule. The actions in the temporary
schedule will be copied in the permanent schedule when the
route acknowledgment is sent from the base station on the
reverse path, or are purged upon timeout. The entries in the
permanent schedule are also purged if a number of consecutive
DATA packets are missing (a simple counter scheme can be
used in the implementation).

If the transmission of the RSETUP packet is not successful
(e.g., the carrier is sensed at time tTj

, no CTS or no ACK is
received), transmission is postponed at the earliest time when
a packet is not to be sent or received at node ij . If the packet is
postponed for more than a period, a route error (RERR) is sent
back to the source. To allow the error message to reach the
source, the route should be recorded in the RSETUP packet.
Alternatively, for each flow, each intermediate node can store
both the next hop and the previous hop information.

If the RSETUP packet arrives at the base station, a route
acknowledgment (RACK) packet will be sent from the base
station on the reverse path to the source. Each node on
the reverse path will move the scheduled entries from the
temporary schedule to the permanent schedule upon the receipt
of the RACK packet.

It is very important that the control packets (RSETUP,
RACK and RERR) do not disturb the existing data flows.
Therefore, the control packets will have a lower priority than
DATA packets sent on already scheduled flows. We propose
a simple two priority schedule system, similar to the 802.11
[37] priority system:

• DATA packets are sent immediately when scheduled,
without performing a carrier sense. Optionally, if relia-
bility is important, an ACK can follow the transmission
of the data packet.

• The control packets are sent after waiting for a small
delay (similar to SIFS in 802.11) and after sensing the
carrier. The MAC layer of the control packets is based
on RTS/CTS, as we previously discussed.

This simple priority scheme avoids most collisions (but
not all). Since conflicting DATA packet transmissions are
scheduled at different times, carrier sensing is not neces-
sary; moreover, not sensing the carrier for DATA packets is
essential for the correctness of the scheme: if an RSETUP
packet handshake partially overlaps a DATA transmission, the
DATA transmission will have to be sent (even if it will be

compromised) to ensure that the RSETUP exchange is not
successful. This way, an RSETUP packet will be successful
if, and only if, it does not overlap (even partially) with a DATA
packet.

Therefore, collisions may occur during the setup phase of
the flows between data packets and control packets; however,
since reconfiguration seldom happens, those collisions will
have a very small influence on the efficiency of the scheme.

After receiving a RACK packet from the base station, the
source enters the steady state phase. If a RERR packet is
received, alternate routes can be explored until a successful
route is established or all alternate routes are exhausted. If no
alternate route can be established, the capacity of the network
is exceeded; i.e., the particular flow cannot be carried by
the network. The bound on the number of flows that can be
scheduled is not given by the scheduling approach, but rather
by the capacity of the network.

Of course, for node ij+1 to be able to receive the RSETUP
packet from node ij , it has to be awake when the RTS request
comes from node ij . Therefore, to allow the setup of new
routes, it is imperative that all nodes, in addition to their
scheduled time, will be awake an additional short time just for
setting up new schedules. The setup slot can be at a fixed time
throughout the network (e.g., at x.000); or, to favor compact
schedules, it can be immediately after the last event in the
schedule of the node. We expect this extra setup time slot to be
the largest overhead of the scheme, as this slot will go unused
in almost every time period (assuming that reconfiguration
happens infrequently). Adaptive schemes trading flow setup
time for power savings can be employed to save even this
extra setup slot (e.g., by keeping the node awake in only one
out of ten of those extra slots).

The pseudocode of the proposed scheduling algorithm is
presented in the Appendix.

Comments:

• The route setup phase, while being a typical layer 3
function, in the proposed approach relies heavily on layer
2 information and properties. Moreover, different MAC
layers for the control and data packets are essential to the
correct functioning of the scheme.

• The schedule can take full advantage of the spatial reuse
inherent in ad-hoc networks. For example, in Fig. 3,
nodes 1 and 7 are scheduled to send at the same time,
as their transmissions do not interfere. The scheduling
algorithm ensures that only transmission that can be
simultaneously scheduled may be scheduled simultane-
ously.

• Schedule tables should be able to maintain “per flow”
information (two entries for every flow). This should not
be a big problem for moderately large networks; however,
if it becomes a problem, the requests and table entries
can be aggregated (e.g., between time x.025 and x.130
forward any received packets).

• A different routing protocol can be used for the first step
of the route setup scheme. For example, an on-demand
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routing protocol can be employed. The source node trying
to reach the base station will collect (all) route replies
before it will send the RSETUP packets toward the base
station on the discovered routes.

• If in-network processing/aggregation [4]–[10] is used, the
same route setup procedure can be used while replacing
the base station with the node that performs the aggrega-
tion.

III. SIMULATION RESULTS

To evaluate the performance of the proposed approach, we
compared the energy savings of the proposed scheme with
those of a sensor network with an 802.11-like power saving
mode (PSM) and with a sensor network without any energy
savings features (i.e., with nodes in receive mode whenever
they do not transmit), but otherwise identical parameters.

It became very quickly apparent that current ad hoc network
simulators (ns-2, Glomosim, Qualnet, Omnet++, OPNET, etc.)
cannot simulate networks of hundreds of nodes for periods of
months, or years. The main problem encountered with these
simulators is their very detailed modeling of the lower layers
(physical and MAC), which consumes lots of time. We chose
to implement our own simulator that idealizes the physical and
MAC layers.

The nodes are assumed to be powered by two AA alkaline
batteries with a capacity of 2000 mAh. The battery self-
discharge [55] phenomenon was not modeled. Since the focus
of the paper is not on the routing algorithm, a simple shortest
path algorithm was employed. If multiple shortest paths with
different amounts of power left are available, the one with
the largest power available is preferred. We assumed that
no in-network processing is done, and therefore, all data is
forwarded (in a multihop fashion) to the base station. We
assumed that the network has enough capacity to carry all
packets, and that no collisions occur in either of the three
types of networks simulated. We assume that the base station
has enough power to outlast any of the sensor nodes.

An interesting question is, “What is the cost function to
be compared?” The average and maximum power consumed
in the network are two alternatives; however, the goal of the
sensor network is not to conserve power, but rather to forward
the sensed data. Therefore, the time until a node fails due
to energy depletion should be a better cost function than the
power consumed in the network. However, it is likely that
even if a node fails, the network can be reconfigured such that
the forwarding function of the failed node can be relegated to
neighboring nodes. Sensor networks are designed redundantly,
to be able to withstand the failure of a significant portion of
their nodes; however, when most of the nodes have depleted
their batteries, or are unable to reach the base station, the
sensor node will be unable to fulfill its function. Therefore,
we will use the time until a certain percentage of nodes can
no longer forward data to the base station (either because
their batteries are depleted, or because there are no routes
to the base station) as the main performance measure. The
exact percentage of nodes that can be lost without considering

a system failure depends on the particular application and
degree of redundancy built into the sensor network. We assume
that the network capacity is not reached, such that a feasible
schedule exists.

Upon node failure, the network is reconfigured: the nodes
that had flows that used the failed node will find the new
shortest paths (if available) to the base station and will start to
forward data as soon as such a path is scheduled. To separate
network reconfigurations due to physical node failure and the
ones due to battery depletion, we did not model physical
node failure. Since the proposed approach does not guarantee
compact schedules, we considered the worst case scenario,
where a node has to go to sleep and wake up for each packet
to be forwarded. An extra control and retransmission slot is
added to the schedule of each node.

To decouple the effects of various parameters on the perfor-
mance of the scheme, we started from a base case and varied
one parameter at a time.

For the base case, we simulated N = 100 nodes and a
single base station randomly deployed in a 100m × 100m
rectangular area. The transmission range is assumed circular
with a radius of RTX = 25m. We considered a system failure
when p = 50% of the nodes were unable to forward their data
to the base station (i.e., they either ran out of batteries or had
no routes to the base station).

We assume that each sensor node sends a single packet
every TP = 60s. We assume that each packet takes TTX =
50ms to send, and that each node can transition from sleep
mode to a fully awake state in TWU = 3ms. We assume
the precision of the synchronization to be ∆ = 1ms (even
better precision has been demonstrated [41], [42]). The beacon
interval for the 802.11 power savings mode is 500ms (values
consistent with the IEEE 802.11 defaults do not make sense in
a sensor network setup that features significantly slower data
rates than IEEE 802.11).

We used power consumption values similar to the ones
available for the Berkeley motes [12], with the transmission
current ITx = 17mA, the receive current IRx = 10mA,
the start-up current IWU = 5mA (active MCU, inactive
transceiver) and the idle current Iidle = 10µA.

Network Lifetime
Mean Std. Deviation

No power savings 8.3 days 4 minutes
802.11 PSM 3.2 months 7.5 days
Power scheduling 24.2 months 5 months

TABLE I

AVERAGE NETWORK LIFETIMES FOR THE BASE CASE USING THE THREE

POWER SAVING STRATEGIES.

The simulation results for the network with the parameters
described above for the base case are presented in Table I. It
is clear that the proposed approach can significantly increase
the network lifespan. Since the standard deviation for the
proposed schedule is significant (due to variability in the
initial topology), we will present average results for all of
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the following experiments.
In other words for the network with no power savings, the

lifetime can be computed precisely, regardless of the initial
node positions, while for the proposed power saving scheme,
the lifetime of the network can vary significantly with the
initial placement of the nodes. Therefore, in what follows,
average values are computed for all measurements.
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Fig. 6. Dependency of the network lifespans on the number of nodes for a
constant deployment area.

Figure 6 depicts the dependency of network lifespan on
the total number of nodes while keeping the deployment area
constant (100m × 100m). The lifespan of the network with
the power schedule and of the one w/o power schedule are
approximately constant with the increase in the number of
node. This is due to the fact that adding new nodes in the
same area does not increase the depth of the network, and thus
the forwarding overhead remains constant with the number
of nodes. The 802.11 PSM network performance decreases
with the increase in the number of nodes, because now, at a
beacon interval, the nodes will have to be awake longer (on
the average) until all nodes have transmitted their packets.

In contrast, in Fig. 7, we kept the density of the network
constant, while increasing the number of nodes (and, corre-
spondingly, the deployment area). The forwarding overhead,
in this case, increases with the number of nodes, and many
nodes close to the base station have to be awake most of the
time to forward packets from nodes outside the reception area
of the base station. The nodes close to the base station tend to
deplete their batteries first; after a relatively short time, the rest
of the network cannot bridge the gap around the base station,
resulting in premature system failure (most nodes still have
plentiful energy supplies, but no routes to the base station).

A crucial parameter of the system is the measurement period
(referred to as “epoch” in [10]) of the continuous monitoring
sensor network (Fig. 8). Increasing the period effectively
reduces the “duty cycle” of the network. A larger period
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Fig. 7. Dependency of the network lifespans on the number of nodes for a
constant density.
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Fig. 8. Dependency of the network lifespans on the measurement period of
the network.

enables longer sleep times and, correspondingly, increased
improvements in the lifespan of the sensor network. The
lifetime of the system without power savings improves only
marginally, as the difference between the transmit and receive
power does not result in significant power savings.

As expected, the power consumption in idle mode is
extremely important for the proposed scheme (see Fig. 9).
Essentially, the power savings of the method result directly
from the difference between the power of the system in idle
mode and the power in receive mode. When the gap between
idle mode and receive mode closes, the power savings of the
proposed approach decrease. Similar effects occur for 802.11
PSM.

In Section II we briefly discussed how to implement the

0-7803-8356-7/04/$20.00 (C) 2004 IEEE IEEE INFOCOM 2004



10
−3

10
−2

10
−1

10
0

10
1

10
5

10
6

10
7

10
8

Current drawn in idle mode (mA)

N
et

w
or

k 
lif

et
im

e 
[s

]

With power scheduling
With 802.11 PSM
Without power scheduling

Fig. 9. Dependency of the network lifespans on the power consumption in
idle mode.

10
0

10
1

10
2

10
5

10
6

10
7

10
8

Synchronization precision ∆ [ms]

N
et

w
or

k 
lif

et
im

e 
[s

]

With power scheduling
With 802.11 PSM
Without power scheduling

Fig. 10. Dependency of the network lifespans on ∆, the precision of the
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proposed approach if a realistic synchronization algorithm
(providing finite precision ∆) is employed. Figure 10 shows
that even if the precision is poor (100ms), the scheme works
quite well (the reduction in the network lifetime is moder-
ate). Significantly better synchronization precisions (tens of
microseconds) have been demonstrated in the context of sensor
networks [41], [42].

IV. CONCLUSION

We presented a new distributed scheduling algorithm for
stationary continuous monitoring sensor networks. The pro-
posed scheme exploits the time scale difference between
sensor network reconfiguration periods and data forwarding
periods. It is very likely that the approach will not be suitable
for event driven sensor networks, where the schedule setup

overhead will likely outweigh the power savings. The approach
is fully distributed and works in tight cooperation with popular
sensor networks routing and MAC families of protocols. The
approach does not fit cleanly in any one layer, as it requires
the collaboration of both the routing and MAC layers. For
the right type of networks (with long-lived CBR flows and
low duty cycles), it is shown via simulations that the network
lifetime can be increased by orders of magnitude.
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APPENDIX

In this appendix, we sketch the pseudo-code of the algorithm
that each node follows when scheduling, then servicing (i.e.,
forwarding the data) one flow. Ten consecutive packets are an
indication that the flow has been interrupted, and an error is
sent toward the source. We assume that the routing protocol
determined for each node a list of next-hop neighbors that
have a lower hop count than the current node. We reserve the
slot at x.000 for control messages and retransmissions. This is
a bare-bones pseudocode that does not enter into the details
of the implementation.
const MAX_MISSED_PACKETS = 10;

schedule_table
(Action, Time, SourceNode, previous_hop, next_hop,
active_flow)

enter_action_in_schedule_table(
Action=listen_for_control_packets,
time=x.000,
nil,nil,nil)

temporary_schedule_table
(Action, Time, SourceNode, previous_hop, next_hop)

switch(event){

case: received RSETUP packet
enter new receive entry in the schedule table;
next_neighbor = first neighbor with

smaller hop count than self.
generate event ’transmit RSETUP packet’;

case: transmit RSETUP packet
setup timer timer_abort to fire after one period;
apend own address to RSETUP packet;
while (1)
try to transmit RSETUP packet to

neighbors(next_neighbor)
if succesful{

cancel timer_abort;
enter transmit entry into the temporary schedule table;
break;

}

case: (received RERR) or (timer_abort fired)
//i.e., unsuccesful schedule to this neighbor
if no more neighbors
delete schedule entry from temporary schedule
if SourceNode == self

Give up // the flow cannot be scheduled
else

send RERR toward SourceNode
else
try the next neighbor with smaller hop count than self
generate event ’transmit RSETUP packet’;

case: received RACK packet
move the two schedule entries from

the temporary table to the schedule table
active_flow=MAX_MISSED_PACKETS;
forward RACK to the previous hop.
mark flow as

case: received query packet
insert a sampling action into the schedule table
next_neighbor=first neighbor with smaller hop count than self.
generate event ’transmit RSETUP packet’;

case: Sampling is scheduled
take data sample;
go to sleep;

case: Reception is scheduled for flow from SourceNode
receive(&packet);
if packet is valid{
active_flow=MAX_MISSED_PACKETS;
put the packet in the output buffer

}
else{
active_flow--;
if active_flow==0{

purge both entries from SouceNode from the schedule table
send RERR to the source node

}
}
goto sleep;

case: Transmission is scheduled for flow from SourceNode
if packet present in the output buffer,
forward packet to nextHop

case: listen for control packets
put transceiver in receive mode and listen for control packets

}
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