




Our previous work also ensures content delivery service while 
reducing network overheads and message overheads in control 
plane to support node mobility. As shown in figure 3, the 
proposed SDN VM to reduce control plane and content 
management package to support content delivery services. Also 
we assumed functionality of EPC [11] is included in SDN VM. 
It works like S/P-GW and MME.  Each network entity, such as 
eNB, Femto Cell  AP, WiFi AP, router and etc, has SDN agent 
to communicate with SDN VM. When new message, which is 
related with node mobility or content request, is arrived into 
SDN agent, SDN agent checks its flow table to find rule (or 
action) for received packet. If there are no rules (or actions) in 
flow table for received packet, SDN Agent sends information 
of received packet to SDN VM. SDN controller module in 
SDN VM can define received packet's flow table with agent 
handling function and flow management function. After 
defining flow table, SDN VM sends new flow table to SDN 
agent. If user requests content delivery service, our framework 
can support content delivery using content management 
package. 
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Figure 4.  The content delivery framework for QoS in mobile cloud 

E. Problem Statements 
In [10], proposed content delivery framework has no 
intelligence to change the type of content delivery scheme if 
network status and services which users used were changed. To 
solve this problem, we proposed machine learning based 
context-aware framework.  

III. PROPOSED SCHEME 
In this paper, we try to solve problem stated in section II.  

To improve [10]’s framework, we proposed machine learning 
[12][13] based context-aware content delivery framework. 

A. Reinforcement Learing (RL) 
Reinforcement learning (RL) is a kind of machine learning 

inspired by behaviorist psychology and deals with the 
autonomic learning from the environment by exploration and 
exploitation actions of software agents, and by providing 
rewards for intelligent actions and punishing for wrong actions 
of software agents.  In RL, a node can learn state from trial and 

error by performing some behaviors. Then a node makes a 
decision for action related with policy. After doing some 
actions, a node can get reward and a node modifies its policy 
based on reward. In this paper we adapt RL procedure for 
selecting content delivery scheme.  

B. The Architecture of Proposed Framework 
Figure 4 shows the architecture of the proposed framework. 

To adapt RL technology, we proposed learning engine and 
service analyzer content delivery scheme. Using learning 
engine, proposed framework can learn which content delivery 
scheme has better performance. To guarantee content delivery 
QoS, we consider network overhead, network throughput, 
content delivery time, the kind of service, network performance. 
User’s service information is gathered into service analyzer 
using SDN agent. The gathered information is used by learning 
engine. In this paper, we define two kinds of user's content 
delivery service. One is Non-Content Service, such as SMS, e-
mail and etc., which has a better performance when using 
TCP/IP protocol to delivery. And the other is Content Service, 
such as movie streaming, big data delivery and etc. Also we 
assume user can select access network between LTE and WiFi.  

 

Figure 5.  Proposed Context-Aware Content Delivery Framework for QoS 

C. Operation of Context-Aware Content Delivery Framework 
In proposed framework, learning engine can learn network 

environment using RL operation. To adapt the RL operation 
into our proposed framework, we define state, action, reward 
and etc. The definition of state, action, reward and punishment 
ar shown in equation (1). In table 1, we explain the meaning of 
each parameter. In equation (2), we define reward of 
probability of services. There are two services. One is using 
content services (CS) such as multimedia streaming services. 
The other is using non content services (NCS) such as simple 
SMS message which doesn’t need to use CCN. Probability of 
using TCP and CCN’s maximum value is 1. In this work, we 
define a reward of services where proposed framework serves 
non content service (NCS) using TCP/IP network and content 
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service (CS) using CCN. Thus Rsrv is consist of probability of 
NCS using TCP (P(TCP|NCS) and probability of CS using 
CCN (P(CCN|CS), where Rsrv ≤ 1.  

(1) 

 

 

(2) 

TABLE I.  PARAMETERS OF EQUATOIN 1 

Parameter Meaning 
S A set of states 
A A set of actions 
R Reward from current behavior 
P Penalty from current behavior 
H Network Throughput 
T Content Delivery Time 
O Overhead in the network 

AN Access network throughput 
Rsrv Reward from services 
Csrv Penalty from services 

P(TCP) Probability of using services by 
TCP/IP 

P(CCN) Probability of using services by CCN 

P(TCP|NCS) Probability of using non content 
services 

P(TCP|CS) Probability of using content services 

P(CCN|NCS) Probability of using non content 
services 

P(CCN|CS) Probability of using content services 
 

 
(3) 

 

 

(4)  

 

 
 

Equation (3), (4) show penalties for each reward parameter. 
“ω” is the weight which is used to handle the effect of SLA (or 

throughput) violations on the reward. If the SLA (or 
throughput) violation is occurred, a lot of penalties will be 
added into reward every time as a feedback. Therefore we set 
values of all penalties(ωthrpt , ωdl , ωovhd , ωAN ) are 5. If 
learning engine gets minus reward over some actions, learning 
engine didn’t select this action for next step.  

 
(5) 

To learn the optimal Q value, reinforcement learning 
engine operates like a pseudo code in figure 5. 

 

Figure 6.  Pseudo Code of Reinforcement Learning Engine to find out 
optimal Q value  

To find out optimal learning value Q*(s, a), RL uses 
temporal different methods of reinforcement learning. In 
temporal difference method, we can update Q(s, a) using 
equation (5) to find out optimal Q value in any state s and 
action a i.e. Q*(s, a), which we used to find out the optimal 
policy to change the states based on the context of content 
delivery network. In equation (5), α is learning rate where 0 < 

α ≤ 1 and γ is discount rate where 0 < γ ≤ 1.  

 

 

(6) 

Equation (6) shows value function to find optimal Q*(s, a) 
for each state. While learning, value function V(St) is also 
needed to be updated until value function converges. After 
value function converge, learning engine selects the best Q 
value for each state and run action. After finding optimal Q*(s, 
a), as learning engine maintains this situation, it will be happen 
another problem. One of the our future works is solving this 
problem using exploration mechanism.  

D. State Transition Diagram 
In this section, we want to describe a simple example of 

operation for RL. Figure 6 show State Transition Diagram for a 
set of state {S0, S1} and a set of action {A0, A1, A2}. S0 stands 
for a state using TCP/IP and S1 signifies a state using CCN. A0 
means changing action from using TCP/IP to using CCN. A1 is 
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an action which changes an action from using CCN to using 
TCP/IP.  A2 is an action of non operation. 

 

Figure 7.  A State Transition Diagram for Proposed States and Actions 

E. Initialization of Reward and Q value 
Matrix (1), (2) stand for initialized Reward and Q value. In 

the reward initialization, we set “1” when state is changed, set 
“-1” when there are no action to moving state and set “0” when 
an action of non operation. For example, S0 which stand for 
state using TCP/IP can move to state S1 using action A0.  
Therefore R(0,0) is “1”. However there are no selection to 
choose action 1 (A1) for state 0 (S0). Thus R(0,1) is “-1”. In 
matrix (2), we set the initial Q value is “0”. During learning 
operation, Q value update immediately. 

 

(1) 

 

(2) 

F. Example of Q Value Update 
In previous section, we already mention about a procedure 

of Q value update using figure 5. To help understanding Q 
value update easily, in this section, we describe 1st step of Q 
value update. A procedure Q value update is following as a 
sequence in figure 5. After the initialization of reward and Q 
value, proposed framework serve content service using TCP/IP 
protocol. In this time, current state is S0 and next action is A0. 
Then we can calculate the 1st step of Q value. Figure 7 shows 
the 1st step of Q value update. 

 

Figure 8.  The Operation of the 1st Step of Q Value Update 

The calculated result is shown in equation (7). In this 
example, it is not considered reward update, as reward update 
can be measured in simulation environment. We set next action 
is changing from using TCP/IP to using CCN (A1). After 
finishing update, learning engine updates Q value immediately. 
Matrix (3) shows the result of updated Q value. 

 
(7) 

 

(3) 

IV. PERFORMANCE EVALUATION 
In this paper, we have introduced our proposed scheme 

which is reinforcement learning based context-aware content 
delivery framework for QoS in mobile cloud. To evaluate the 
performance of our framework, we have performed simulation 
using Java. As shown in figure 6, we have comparison between 
the performance of normal case without RL operation and 
performance of context-aware case. For the evaluation, we 
consider normalized network throughput, normalized content 
delivery time and normalized network overhead. When 
iteration operation is performed, context-aware case shows 
increasing network throughput and reducing content delivery 
time and network overhead against normal time.  

 

 
Figure 9.  The result of comparing RL case and normal case.  

V. CONCLUSION AND FUTURE WORKS 
In this paper, we try to improve the content delivery QoS in 

mobile cloud. To achieve motivation, we proposed RL based 
context-aware content delivery framework. In proposed 
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framework, we consider SDN technology to reduce control 
plane and CCN technology to support content delivery in 
mobile cloud. Also we proposed RL based learning engine to 
get optimal Q*(s, a) value to learn dynamically knowledge 
about performance of content delivery service. Via our 
proposed framework, even though network performance is 
changed in the middle of using content delivery service which 
uses TCP/IP protocol, framework can change content delivery 
scheme to CCN. To evaluate our proposed framework, we 
perform simulation with java. When we adapt RL based 
context-aware function, we can get better performance with 
throughput, overhead and content delivery time. However in 
proposed framework, it needs to adapt more parameters related 
network environment and services into RL operation to get 
more optimal Q value. Also as we find out via simulation RL 
machine learning is too slow to compute operations, it is need 
to find out algorithm to reduce calculating time. When learning 
engine finds out optimal Q value, our framework operates 
action over the best Q value in the state. This operation is make 
a problem when service environment is changed. As Q value 
update operation is stopped by the value function, framework 
maintains actions. Thus it is need to be update Q values using 
exploration mechanism such as ε-greedy exploration.  Then we 
implement cloud test bed and perform simulation using test bed.  
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