Abstract—Recently, training aware quantization using learnable quantization parameters is emerging. The above method is drawing attention because the accuracy of the 4bit quantization model is almost similar to that of the full-precision model. In addition, when the batch normalization layer, which plays an important role in the convolutional neural network, is folded with the convolution layer, it is possible to increase the inference speed because batch-related operations are unnecessary in model inference. This paper proposes a method of folding the convolution layer and the batch normalization layer into one module, and quantizing the weight and activation of the folded module with learnable quantization parameters. It was confirmed that the result of the proposed method was higher than Asymmetric Uniform quantization (IAO), which is a beta version of library provided by Pytorch, as VGG16: +0.2, ResNet18: +0.07, MobileNetv2: +3.32. In addition, it was confirmed that MobileNetv2 was impossible with the Pytorch library. The proposed method can be used for IoT (Internet of Things), Edge, etc. that require real-time inference.
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I. INTRODUCTION

In this paper, we propose a method of training the learnable quantization parameter, the weight and bias of the convolution (linear) layer, and the weight and bias of the batch normalization layer in backpropagation at the same time.

II. METHOD

A. Batch Normalization folding

Batch Normalization[1] is an essential technique in many AI models by adjusting the data distribution to enable stable learning. In [2], batch normalization layer can be folded with convolution(linear) layer to become one layer.

B. Quantization aware training-based batch folding and learnable quantization parameters

We propose a method of obtaining high accuracy through optimal quantization using batch folding and Learnable quantization parameters that enable faster inference. Figure 1 shows the training, fine-tuning, and inference flow of the proposed method. Training has the same flow as general model training (Conv→Batch→ReLU). The fine tuning process freezes the moving average and moving variance of the batch normalization layer[3] and The weight(W) and bias(b) of the convolution layer, the weight(γ) and bias(β) of the batch normalization, and learnable quantization parameters(s_w, s_a) are trained to be optimized for fake quantization. We used [4] quantization method (LSQ).

Figure 1. Training, Fine-Tuning, and Inference flow of the proposed method.

III. RESULT

We used cifar10 dataset and experimented with VGG16[5], ResNet18[6], MobileNetv2[7].

Table 1. Proposed Method vs IAO(integer-arithmetic-only inference)[3]

<table>
<thead>
<tr>
<th>Method/Folding Batch norm + Quantization</th>
<th>VGG16</th>
<th>ResNet18</th>
<th>MobileNetv2</th>
</tr>
</thead>
<tbody>
<tr>
<td>32bits float</td>
<td>93.24</td>
<td>93.87</td>
<td>93.60</td>
</tr>
<tr>
<td>Learnable Quantization Parameter(4bits)</td>
<td>93.35</td>
<td>93.87</td>
<td>92.40</td>
</tr>
<tr>
<td>Asymmetric Uniform Quantization(4bits)</td>
<td>93.18</td>
<td>93.8</td>
<td>80.08</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

The proposed method uses quantization aware training-based batch folding and learnable quantization parameters, eliminating the need for batch-related operations and obtaining an optimal quantization model. This allows the model in inference faster and has high accuracy at 4bits quantization.
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