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Abstract—With the recent development of the Internet of Things (IoT), applications are becoming smarter and connected devices are being used in all aspects. As the amount of collected data increases, machine learning (ML) technology has been applied and is being used as a useful tool for extracting vast amounts of information. If the data set is wide and distributed, old machine learning algorithms cannot be used because the whole training data should be centralized in one location. Therefore, distributed learning, federated learning, and circular learning are being used. In this paper, we propose a new Trust-based Edge network architecture that is suitable for distributed learning and hierarchical machine learning in a Vehicular ad-hoc network(VANETs) it is inspired by Dempster-Shafer theory with Scalable Chord Peer to Peer Network. In order to cut down on computation, communication costs, and time.

Index Terms—chord P2P Network, Network Architecture, Dempster-Shafer theory, Communication cost.

I. INTRODUCTION

The total Internet of Things (IoT) connected devices is used to amount to 21.5 billion entities worldwide by 2025 [1]. The biggest challenges the IoT confront now is how to handle and utilize the number of data generated by a bunch of connected devices. Machine Learning(ML) has been developed as a useful tool to extract information from extensive data(e.g. videos, pictures) [2]. When datasets are extremely large-scale and distributed, conventional machine learning algorithms cannot be used, because they want the whole training data to be centralized at one location. Particularly in the vehicular network, the vehicles communicate to Road Side Units(RSU).

This is a kind of mobile distributed edge system, it is not allowed to send all of the data to a server-side location. the reason is that the amount of data generated by the bunch of devices is too big to be sent using the communication network. Further, there is a possibility of privacy reasons. one may not want to send original data to the central server. These motivations the need for federated learning, distributed or hierarchical machine learning [3]. So this emphasizes the need for intelligent distributed learning mechanisms that effectively use restricted resources. In this paper, we proposed scalable and trust-based vehicular edge network architecture in VANETs for reducing the communication, computational cost, and time to send their accuracy, learning parameter, gradient, or something. [4] [5] use the blockchain technology approach, but it is computation, complexity is high. Therefore, we applied a private Peer to Peer(P2P) Network for the social-trust vehicle cluster group. In this trust-group, they are connected with Chord P2P Network which applied Dempster-Shafer theory of evidence to reduce the communication, computational cost, and time. If we applied the theory, we can choose the best outcome for all vehicles in the group. Which one is more reliable for sending the model to the global. There should be many considering points such as accuracy, gradient information, learning parameters, etc. We can not only depend on accuracy. We have to depend on the other trust parameters based on and previous experience of each Trust Group. That’s why we applied evidence theory.

The rest of the paper is organized as follows: Section II presents the related work. Section III introduces the system model. Section IV explains the working of the proposed scheme. We conclude the paper with future research directions in Section VI.

II. RELATED WORK

A. Dempster-Shafer Theory (DST)

Dempster-Shafer(D-S) [6] [7] evidence theory as a Bayes probability theory is an useful means of handle unsure information [8] [9]. D–S evidence theory has been applied in various fields, such as pattern classification [10] and decision-making [11] [12].

Definition 2.1: Assume that \( \Omega = \{ \theta_1, \theta_2, \ldots, \theta_i, \ldots, \theta_N \} \) is a set of \( N \) elements which represent exhaustive and mutually exclusive events, \( \Omega \) is the frame of discernment(FOD). The power set of \( \Omega \) consists of \( 2^N \) elements denoted as follows:

\[
2^\Omega = \left\{ \emptyset, \{ \theta_1 \}, \{ \theta_2 \}, \ldots, \{ \theta_N \}, \{ \theta_1, \theta_2 \}, \ldots, \{ \theta_1, \theta_2, \ldots, \theta_i \}, \ldots, \Omega \right\}
\]

(1)

Definition 2.2: A mass function \( m \) is a mapping from the power set \( 2_\Omega \) to the interval \([0,1] \). \( m \) satisfies:

\[
m(\emptyset) = 0, \sum_{A \in \omega} m(A) = 1.
\]

(2)

if \( m(A) > 0 \), then \( A \) is called a focal element. \( m(A) \) reflects the degree of the evidence supports the proposition \( A \).
Definition 2.3: The body of evidence (BOA), also known as the basic probability assignment (BPA) or basic belief assignment (BBA), is defined as the focal sets and the corresponding mass functions:

\[(R, m) = \{ < A, m(A) > : A \in 2^\Omega, m(A) > 0 \}\] (3)

where \( R \) is a subset of the power set \( 2^\Omega \).

Definition 2.4: A BPA \( m \) can also be represented by the belief function \( Bel \) or the plausibility function \( Pl \), defined as follows:

\[Bel(A) = \sum_{\emptyset \neq B \subseteq A} m(B), Pl(A) = \sum_{B \cap C = \emptyset} m(B).\] (4)

Definition 2.5: In Dempster-Shafer evidence theory, 2 independent mass functions \( m_1 \) and \( m_2 \) can be fused with Dempster’s rule of combination:

\[m(A) = (m_1 \oplus m_2)(A) = \frac{1}{1 - k} \sum_{B \cap C = A} m_1(B)m_2(C),\] (5)

where \( k \) is a normalization factor defined as follows:

\[k = \sum_{B \cap C = \emptyset} m_1(B)m_2(C).\] (6)

In this paper, we applied this evidence theory. It can be applied to quantify the probabilistic properties of simulation results generated from incomplete knowledge and information. It can be explained that the focal element represents the degree to which the position of a side (x-value, Quantile) on the cumulative probability distribution is supported by the evidence obtained. In VANETs, there are many Trust-Group or Cluster. In this case, we can extract the best outcome from those groups by using this theory. It can reduce the computational time and cost.

B. Chord P2P Network with Consistent Hashing

Chord is a method created at the University of Berkeley, and is a method of assigning key values for each node and data to an m-bit \((0 - 2^m - 1)\) circular address space. Mapping from each node and data key value to the address space is performed using a hashing function, and a node that is greater than or equal to the data key \( k \) in the address space is named as a successor of \( k \) to increase the efficiency of routing. Used to fig 1 is an example of 3 bit address space that composes Chord network. Three nodes of 0, 1, and 3 exist on the network, and as successors of data keys 1, 2, and 6, 3 nodes of 1, 3 and 0 participate in the system. In Chord, each node maintains routing information called finger tables. The size of the finger table varies according to the size of the address space. In the case of m-bit, it consists of m rows. Each row has successor information of data corresponding to the \( n(1-M) \) power of 2, based one the location of the current node. In this paper, Based on the finger table [13].

In addition, in the case of departure due to node failure, the ripple effect can be minimized by periodically calling the stabilize() function.

III. SYSTEM MODEL

The overview of our proposal system model is shown fig 2. There are the different small Group (Trust Group). It is connected with P2P Network. In this paper, we applied evidence theory. Based on this theory, We choose the best outcome from all of the vehicle in these group. Which one is more reliable for sending the model to the global. There should be many considering point such as accuracy, gradient information, learning parameters, etc. It can not only depends on the accuracy. We have to depend on the other trust parameters.
based on previous experience of each trust group, these are the reason why we apply the evidence theory.

IV. PROPOSED FRAMEWORK

fig 3 Based on this theory, the outcome is saved in the finger table. There are Belief and Plausibility.

![Table I: Parameters for the evidence theory](image)

<table>
<thead>
<tr>
<th>Belief</th>
<th>Plausibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bel(V1) = 0.4</td>
<td>P(V1) = 0.4</td>
</tr>
<tr>
<td>Bel(V2) = 0.5</td>
<td>P(V2) = 0.5</td>
</tr>
<tr>
<td>Bel(not V1) = 0.3</td>
<td>P(1-V1) = 0.7</td>
</tr>
<tr>
<td>Bel(not V2) = 0.5</td>
<td>P(1-V2) = 0.5</td>
</tr>
</tbody>
</table>

Initially, based on the current outcome we choose the initial vehicle. After that, we update by combining previous experience(i.e., history) and current outcome.

V. PERFORMANCE AND EVALUATION

![Fig. 4: The proposed method vs Convolutional Federated Learning loss result](image)

Fig. 4 compares the loss of our proposed method with convolutional federated learning. In this paper, we use the model of a fully connected neural network, and the MNIST Dataset was used. The number of edges is 100. And epochs are 50 times. Each edge is connected to a different number of users. It is shown that learning can be performed at a faster rate than the convolutional federated learning method, and communication and computational cost and time can be reduced. We use the parallel method to save time and cost. The optimal outcome can be extracted through Trust-Group and Evidence theory. Accelerated training is possible in Federated learning hierarchical or distributed learning.

VI. CONCLUSION

In this paper, We introduce a new network architecture for vehicular edge network for the distributed and hierarchical machine learning in VANETs. Firstly, we proposed a Trust-based P2P vehicular edge computing overlay network for creating the vehicular cluster. secondly, we apply a consistent hashing (chord) technique to manage this overlay network with less complexity. Each Trust-based P2P group uses evidence theory and control-flow to select the best outcome for each group to send to the global server. Considering accuracy, gradient information, learning parameters with prior experiences. It is more robust and less complex. We can add and remove when it is necessary by using our proposed network architecture. Also, the proposed network architecture can reduce computational and communication cost and time.
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