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ABSTRACT Multi-access edge computing (MEC) enables mobile users to offload their computation tasks to the server located at the edge of the cellular network. Thereby, MEC prolongs the battery lifespan of mobile devices and significantly enhances their computation capacities. However, a significant challenge is to offload the computation tasks to the MEC server in an energy-efficient manner. Meanwhile, in the fifth-generation (5G) networks, mobile users with different service requirements classified as enhanced mobile broadband (eMBB) and ultra-reliable low-latency communications (URLLC) users will coexist in the current cellular network. Therefore, it is important to appropriately multiplex these users in the cellular network. In this work, we address the issues of these two promising technologies together. Firstly, we formulate an energy-efficient task offloading, and scheduling of eMBB and URLLC users as a mixed-integer non-linear problem. Then, we decompose the problem into multiple sub-problems in order to transform into convex form and alternately solve them until converging to the desired solutions by using the block coordinate descent (BCD) algorithm. Finally, we demonstrate numerical results to prove the superior effectiveness in the performance of our proposed algorithm over classical existing schemes.

INDEX TERMS Multi-access edge computing (MEC), resource slicing, eMBB-URLLC coexistence, block coordinate descent (BCD).

I. INTRODUCTION

With the explosive growth of the Internet of Things (IoT) devices, computation-intensive applications (e.g., Augmented Reality (AR), face recognition, Virtual Reality (VR), online gaming, and traffic monitoring) are appearing as an integral part of our daily activities. However, as the computation capacity (i.e., central processing unit (CPU) capacity) and battery lifetime of IoT devices are limited, processing data on the local device becomes a challenging issue. One of the promising solutions to address the above argument is the mobile cloud computing (MCC) [1], [2]. In MCC, the energy consumption at the resource-constrained devices can be reduced by offloading its computation-intensive tasks to the cloud server via a cellular network. Then, the cloud server executes offloaded tasks and sends the output back to the devices. However, the cloud server is far from the mobile devices, and the delay experienced by the services at the devices can be significantly increased. Recently, the wireless communication industry and academic research community have introduced the new technology called multi-access edge computing (MEC) [3]. In MEC, a server is deployed at the edge of the radio access network, e.g., at the small cell, macro
base station, relay station, and an access point, and provides computation services to the mobile devices [4]. Compared with MCC, MEC can reduce the delay of the mobile devices as the computing resource is nearer to the devices than the cloud server. Notably, computation capacity of a MEC server is limited when compared with the cloud server; therefore, efficient resource allocation in MEC system comes up as a challenge. To address this issue, several current research works have discussed an efficient computation-intensive task offloading and resource allocation algorithms in MEC [5]–[8].

According to the 3GPP latest release, multiple communication services such as enhanced mobile broadband (eMBB), massive machine-type communications (mMTC), and ultra-reliable and low latency communication (URLLC) will be provided in 5G. To summarize, eMBB service is the advancement of the existing mobile broadband service in the current LTE networks with higher throughput for delay-sensitive applications. URLLC is the new service for highly reliable and low latency applications, e.g., self-driving car, industrial automotive, and remote surgery, and mMTC is for IoT devices employed in smart city. Though new wireless services will be available in 5G, there remains several challenging issues to be addressed. Amongst them, one crucial challenge is to schedule services with different QoS requirements in the existing cellular network. In the previous works, authors addressed the scheduling of eMBB and URLLC traffic in 5G new radio access networks [9]–[12].

A. RESEARCH CONTRIBUTIONS

All of the existing works have discussed an efficient task offloading, and computation resource allocation mechanism in the MEC system and further on the scheduling of the eMBB and URLLC users separately. However, these two research issues are coupled because eMBB users will need high computation service due to their limited computation capacity (i.e., CPU resources) and battery lifetime. In this work, different from the previous works, we jointly consider an energy-efficient task offloading, and multiplexing of the URLLC and eMBB users. In summary, the contributions of this work can be expressed as follows:

- We formulate an efficient joint task offloading, and scheduling of eMBB and URLLC users problem that minimizes energy consumption and maximizes the achievable data rate of the eMBB users subject to the latency of eMBB users, the CPU capacity of the MEC server, the maximum transmit power of eMBB users, the reliability of the URLLC traffic, and the resource block allocation to the eMBB users constraints. The above optimization problem is a non-convex and NP-hard problem, which has the combinatorial complexity.

- To solve the proposed problem, we first relax the binary variable and decompose the problem into multiple subproblems. Then, an iterative algorithm, block coordinate descent (BCD), is applied to solve the relaxed problem.

- In the simulation section, firstly, the convergence rate of our proposed algorithm is demonstrated. Then, we compare the performance of our proposed algorithm with other schemes: equal resource sharing, all local computing, and all offloading schemes. There, our proposed scheme achieves a significant performance gain.

The remainder of this paper is organized as follows: Section III describes the related works and Section III presents the system model and problem formulation. The proposed solution approach for the formulated problem is introduced in Section IV and Section V discusses the simulation results. Finally, Section VI concludes the paper.

II. RELATED WORKS

The existing works can be categorized into two groups: i) energy efficient task offloading in the multi-access edge computing, and ii) resource slicing for eMBB and URLLC traffic.

(i) Energy-efficient task offloading in multi-access edge computing: The work of [13] introduced a wireless powered-enabled multi-user MEC system where the wireless access point integrated with multiple antennas and MEC server is installed to provide wireless power and computation resources to the mobile users in its coverage area. In [14], authors have proposed energy efficient task offloading problem in the mobile edge computing-enabled radio access network where they considered multiple base stations scenario with the consideration of the inter-cell interference. Then, they developed an artificial fish swarm algorithm-based scheme to solve the proposed problem. In [15], the authors introduced the communication-computation tradeoff study in the multi-server MEC system and proposed an optimal offloading policy where each user can offload its computation tasks to multiple servers at the same time. The work of [16] considered the performance guaranteed computation offloading in multi-cell networks where they tried to minimize the energy consumption of the mobile users in the network. In [17], authors introduced an efficient online algorithm in order to make joint base station sleeping and computation task offloading decisions in the ultra dense cellular networks. In this work, authors assumed that the mobile edge computing servers are deployed at the macro base stations to which mobile users offload their computation tasks. However, authors did not take into account the inter-cell interference between the base stations. The work in [18] proposed game theory-based data offloading from the mobile devices (MDs) to the MEC servers where authors deployed coalitions to manage MDs data offloading as well as to demonstrate the relationship between MDs and MEC servers. Then, the pricing scheme was applied to stimulate the MDs for data offloading. In [19], the authors proposed an auction-based resource allocation problem in the hierarchical mobile edge computing where they tried to maximize the profit of the service providers. Moreover, the work in [20] proposed the radio and computation resource allocation problem in the multi-access edge computing system. Then, the authors
decomposed the proposed problem into upper and lower problems. Finally, they exploited the potential game and evolutionary game in order to address both upper-level and lower-level problems with the aim of minimizing the cost of the mobile users and maximizing the profit of the MEC servers. In [21], the authors proposed a hierarchical system of three layers to address the problems facing in the fog computing networks. Then, they implemented the proposed system as the Stackelberg subgame for the interaction between authorized data service subscribers (ADSSs) and data service providers (DSOs), moral hazard modeling for the interaction between the fog nodes (FNs) and DSOs, and the student project allocation matching game for the interaction between FNs and ADSSs. The work of [22] introduced a distributed computation task offloading and radio resource allocation problem in the mobile edge computing system. In that work, authors considered the multi-cell scenario and the inter-cell interference was also taken into account. Then, they applied the matching game in order to solve the proposed problem.

(ii) Resource slicing of eMBB and URLLC traffic: The work of [23] studied the efficiency of both orthogonal and non-orthogonal multiple access in the uplink of a multi-cell Cloud Radio Access Network (C-RAN) system for multiplexing of eMBB and URLLC users. In [10], the authors studied the joint eMBB and URLLC traffic scheduling problem with the aim of maximizing the achievable data rate of the eMBB users while satisfying the reliability constraint of the URLLC traffic. Moreover, the authors in [24] studied uplink communication resource slicing for eMBB and grant-free URLLC traffic. The work of [25] proposed a RAN slicing problem that enables synchronized multi-point (CoMP) transmissions for multicast eMBB and bursty URLLC service as a multi-time optimization problem. Then, the proposed multi-time scale problem is transformed into the multiple single-time problems and the authors applied the iterative algorithm to address the transformed problem. In [26], the authors proposed the problem of downlink multiplexing of eMBB and URLLC traffic in the 5G networks, then, an indicator-free approach is applied to solve the problem. The authors in [27] proposed the deep reinforcement learning based radio resource slicing for eMBB and URLLC traffic. The work of [28] proposed a resource scheduling framework for eMBB and URLLC based on the puncturing approach. They leveraged the Deep Reinforcement Learning (DRL) to find the number of punctured mini-slots from all eMBB users. Then, [29] proposed the use cases of the URLLC traffic in the 5G new radio and the authors in [30] proposed the AI-enabled radio resource slicing for eMBB and URLLC users.

In this paper, we find the critical requirements frequently overlooked in the previous works, and formulate the joint efficient computation task offloading and scheduling of eMBB and URLLC traffic. In addition, we employ the block-coordinate descent (BCD) algorithm in order to solve the proposed optimization problem.

III. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL
As shown in Fig. 1, we focus on the multiuser mobile edge computing system with a single base station (BS) attached with the MEC server and eMBB users (i.e., AR and VR) in the set \( \{1, 2, \ldots, U\} \) defined by \( \mathcal{U} \). The BS is operating on the system bandwidth \( F \) and is orthogonally sliced [31] into two static portions, such as \( F_b \) for eMBB users and \( F_u = F - F_b \) for the traffic of URLLC users. However, in this work, dynamic resource slicing is studied, where we consider the scenario with high traffic of URLLC users. In other words, the portion of available resource \( F_u \) is not sufficient to provide services to all URLLC users. In such a case, the BS will puncture the resource allocated to the eMBB users, meanwhile ensuring the QoS requirement of each eMBB user. The fraction of the system bandwidth for eMBB users \( F_b \) is divided into a set of resource blocks (RBs) \( \mathcal{B} = \{1, 2, \ldots, B\} \), where each RB has bandwidth \( \delta \). Moreover, the time duration of each resource block is one millisecond. Here, we consider the scenario where eMBB users are required to compute different computation tasks under different latency constraints. In this multiuser MEC network, each eMBB user has a computation task defined as \( \gamma_u = \{d_u, c_u, T_u\} \), where \( d_u \) is the total data size of the input data of the eMBB user \( u \), \( c_u \) denotes the total number of CPU cycles required to accomplish one bit of the computation task, and \( T_u \) is the maximum tolerable latency or the execution deadline of the task of user \( u \). We assume that the BS has complete information on the channel state.
The uplink transmission delay experienced by eMBB user $u$ can be expressed as follows:

$$E_{u}^{L} = k(f_{u}^{-1})^{2}c_{u}(d_{u} - l_{u}), \forall u \in U,$$

(2)

where $k$ is the system constant which depends on the chip architecture of the eMBB users’ device, and set as $k = 5 \times 10^{-27}$.

2) Mobile Edge Computing: When eMBB users offload input data to the MEC server, the BS will allocate resource blocks to the eMBB users. Let us introduce a new variable $y_{u,b}^{b} \in \{0, 1\}$ as the resource block assignment variable, which indicates whether or not resource block $b$ is assigned to eMBB user $u$:

$$y_{u,b}^{b} = \begin{cases} 1, & \text{if eMBB user } u \text{ is assigned to resource block } b, \\ 0, & \text{otherwise.} \end{cases}$$

(3)

Here, the minislots produced through dividing each resource block of the time slot are represented as $M$. Meanwhile, the traffic of URLLC users may happen within the time slot of which the RBs are already allocated to the eMBB users. Due to the hard latency requirements, the traffic of URLLC users cannot be postponed to the next time slot. Hence, the arriving traffic of URLLC users is scheduled in order to transmit in the next minislot and the zero transmit power for the overlapped eMBB users. Let us consider $L_{m}$ as the variable that represents the traffic of URLLC users, which comes at a minislot, denoted by $m$. $L_{m}$ can be represented as a Bernoulli distribution with success probability $p$ (i.e., the likelihood of URLLC transmission at a minislot).

There is a direct relation between the loss rate of user data of eMBB within each time slot and the punctured resources of eMBB user [10]. Let $w_{u}$ define the weight of puncturing eMBB user $u$, i.e., $w_{u} \in [0, 1]$, where $u \in U$ and $w = (w_{1}, w_{2}, \ldots, w_{U})$. The higher the $w_{u}$ value, the higher the probability of eMBB users being punctured by the traffic of URLLC users. Therefore, the achievable data rate of eMBB user $u$ on resource block $b$ with puncturing weight $w_{u}$ is [9]:

$$R_{u,b} = \delta \left(1 - w_{u} \times \frac{L}{L_{\text{max}}} \right) \log_{2}\left(1 + \frac{P_{b}g_{u}^{b}}{N_{0}}\right), \quad \forall b \in B, \forall u \in U,$$

(4)

where $L = \sum_{m \in M}L_{m}$ follows the binomial distribution with parameter $M$ and $p$. The maximum traffic of URLLC users that can be served at each time slot is represented by $L_{\text{max}}$. $P_{b}$ and $g_{u}^{b}$ are the uplink transmit power and achieved channel gain of eMBB user $u$ on resource block $b$, respectively, and $N_{0}$ represents the additive white Gaussian noise power. The term $w_{u} \times \frac{L}{L_{\text{max}}}$ is the estimation of the punctured resources of eMBB user $u$ by the traffic of URLLC users. Then, the total achievable instantaneous data rate of eMBB user $u$ is as follows:

$$R_{u} = \sum_{b=1}^{B} y_{u,b}^{b}R_{u,b}, \forall u \in U.$$

(5)

The uplink transmission delay/time of eMBB user $u$ to the MEC server is:

$$t_{u}^{\text{up}} = \frac{l_{u}}{R_{u}}, \forall u \in U.$$

(6)

Then, the total task execution time of eMBB user $u$, including the uplink transmission time (i.e., offloading time) and computation time at the MEC server can be expressed as:

$$t_{u}^{\text{Off}} = \frac{l_{u}}{R_{u}} + \frac{c_{u}l_{u}}{f_{u}^{c}}, \forall u \in U.$$

(7)
where $f_u^C$ is the CPU capacity of the MEC server that is allocated to eMBB user $u$. In this work, we consider weighted proportional allocation-based computation resource (i.e., CPU capacity) allocation [32]. Therefore, the CPU capacity of the MEC server allocated to eMBB user $u$ is as follows:

$$f_u^C = \frac{l_u}{\sum_{u=1}^{U} l_u} f^C, \forall u \in U,$$

(8)

where $\sum_{u=1}^{U} l_u$ is the total offloaded data of all eMBB users, and $f^C$ is the CPU capacity of the MEC server at the BS. Finally, the energy consumption of eMBB user $u$ for offloading data is calculated as:

$$E_{u}^{\text{Off}} = \sum_{b=1}^{B} y_b^u P_b^u \frac{l_u}{R_{u,b}}, \forall u \in U.$$

(9)

Here, the energy consumption for downlink transmission is omitted because the data output from the MEC server is much smaller than the input data size.

The purpose of the URLLC scheduler is to get a URLLC placement weight vector $w$ so that the arriving traffic of URLLC users can be scheduled. At the same time, the reliability of eMBB users transmission is considered. Depending on the formulation intended for maximizing the total average data rate of eMBB users, the URLLC placement weight vector calculation has an effect on eMBB users with a low data rate while protecting the users with the high data rate. For that reason, the risk on the eMBB transmission is considered by the URLLC scheduler in order to protect eMBB users with a low data rate. The distribution of the traffic of URLLC users among eMBB users by the calculated URLLC placement weight $w$ considers the users with bad channel conditions. To incorporate this, this paper hereby describes conditional value-at-risk (CVaR) as a risk measure because of the fact that it captures the tail of the eMBB users’ data rate. The CVaR supports the average of potential loss, which is more than the Value-at-Risk (VaR). $\beta$ -VaR is the $\beta$-percentile distributed by random variable given as [33],

$$\text{VaR}_\beta(R) = \arg \inf_{\nu} \{ \nu : P(R > \nu) \leq \beta \}.$$

(10)

where $R = \sum_{u=1}^{U} \sum_{b=1}^{B} y^b_u R^b_u$ and $\beta \in (0, 1)$. The CVaR function is defined as the expectation of the $\beta$ function of the worst outcomes of $R$:

$$\text{CVaR}_\beta(R) = E[R|R > \text{VaR}_\beta(R)].$$

(11)

Furthermore, from [33],

$$\zeta_\beta(R, \nu) := \nu + \frac{1}{1-\beta} E[(R-\nu)^+] ,$$

(12)

and the CVaR of the random variable $R$ is formulated as follows:

$$\text{CVaR}_\beta(R) = \min_{\nu \in \mathbb{R}} \zeta_\beta(R, \nu).$$

(13)

Moreover, we rewrite $E[R]$ as follows:

$$E[R] = \sum_{u=1}^{U} \sum_{b=1}^{B} y_u^b \left( 1 - w_u \times \frac{E[L]}{L_{\text{max}}} \right) \log_2 \left( 1 + \frac{P_b^u g_u^b}{N_0} \right)$$

(14)

where $E[L] = \lambda P$. Let us consider a set of URLLC users $S = \{1, 2, \ldots, S\}$. In this work, we consider that the total incoming traffic of the URLLC users is random, and the number of URLLC users is a discrete finite set. Here, we consider that the total punctured resources to the eMBB users are equally divided among the URLLC users. Therefore, the achievable data rate of URLLC user $s$ can be expressed as:

$$R_s = \sum_{u=1}^{U} \sum_{b=1}^{B} \frac{y_u^b \lambda_u}{S} \log_2 \left( 1 + \frac{P_g g_s}{N_0} \right), \forall s \in S.$$

(15)

Then, the maximum achievable rate of URLLC users can be expressed as:

$$R_{\text{urllc}} = \sum_{s=1}^{S} \sum_{u=1}^{U} \sum_{b=1}^{B} \frac{y_u^b \lambda_u}{S} \log_2 \left( 1 + \frac{P_g g_s}{N_0} \right),$$

(16)

where $\lambda_u = (\delta \times w_u L_p)$, $S$ is the total number of URLLC users, $P_i$ and $g_s$ are the transmit power and the achievable channel gain of URLLC user $s$, respectively. Then, the outage probability of URLLC traffic can be expressed as:

$$P(E) = P \{ R_{\text{urllc}} \leq L \}. $$

(17)

B. PROBLEM FORMULATION

In this work, we firstly allocate physical resource blocks to the eMBB users who need to offload their computational tasks to the MEC server. Then, we propose the risk-sensitive approach to assign the resource to the incoming traffic of URLLC users, ensuring reliability constraint while minimizing the risk of the eMBB users who are offloading their tasks. Here, we want to minimize the overall energy consumption and maximize the achievable data rate of eMBB users considering the reliability of URLLC users. Therefore, we can write an optimization problem as:

$$\min_{y, l, w} \left( \sum_{u=1}^{U} E_{\text{Off}}^u + \sum_{u=1}^{U} E_{\text{L}}^u \right) - \phi \sum_{u=1}^{B} \sum_{b=1}^{B} y_u^b R_{u,b}$$

(18)

s.t. C1 : $\frac{l_u}{R_u} + \frac{c_u l_u}{T_u} \leq T_u, u \in U,$

(19)

C2 : $\frac{c_u (d_u - l_u)}{l_u} \leq T_u, u \in U,$

(20)

C3 : $l_u \leq d_u, \forall u \in U,$

(21)

C4 : $0 \leq w_u \leq 1, \forall u \in U,$

(22)

C5 : $\text{CVaR}_\beta(R) \leq \alpha,$

(23)

C6 : $P \{ R_{\text{urllc}} \leq L \} \leq \epsilon,$

(24)

C7 : $\sum_{u=1}^{U} y_u^b \leq 1, \forall b \in B,$

(25)

C8 : $y_u^b \in \{0, 1\}, \forall u \in U, \forall b \in B,$

(26)
where \( \phi \) is the weight parameter. C1 and C2 represent the execution latency constraint of the eMBB users and C3 guarantees that the offloading data size of user \( u \) has to be less than the total input data size. Constraint C4 states the weight parameter for eMBB user \( u \) that can be punctured by the traffic of URLLC users, while constraint C5 and C6 show the reliability constraints of eMBB users and URLLC users, respectively. Constraint C7 ensures that one resource block can be allocated to only one eMBB user according to the OFDMA concept. However, each eMBB user can be assigned into multiple subproblems such as 1) optimal task offloading problem, 2) resource blocks allocation for eMBB users, and 3) traffic of URLLC users scheduling problem. Then, BCD problem, 2) resource blocks allocation for eMBB users, and 3) traffic of URLLC users scheduling problem. Therefore, the problem is still non-convex because the deci-
sion variables are coupling in both the objective function and constraints. Moreover, it is a MINLP (mixed integer non-linear problem) because the problem is mixed with the continuous variables \((l, w)\) and the binary variable \( y \). Therefore, solving the problem mentioned above will take exponential time complexity.

**IV. PROPOSED BLOCK COORDINATE DESCENT BASED SOLUTION APPROACH**

In order to address our proposed problem, firstly, we relax the resource block allocation variable in the constraint C8 into a continuous form, i.e., 0 \( \leq y_u \leq 1 \). Therefore, the problem in (18) can be rewritten as follows:

\[
\begin{align*}
\min_{y,l,w} & \left( \sum_{u=1}^{U} E_{u}^{\text{Off}} + \sum_{u=1}^{U} E_{u}^{L} \right) - \phi \sum_{u=1}^{U} \sum_{b=1}^{B} y_{u}^{b} R_{u,b} \\
\text{s.t.} (C1)-(C7), & \\
C8 & : y_{u}^{b} \in [0,1], \forall b \in \mathcal{B}, \forall u \in \mathcal{U}.
\end{align*}
\]

However, the problem is still non-convex because the decision variables are coupling in both the objective function and the constraints. Even though the problem is non-convex, as an example, the subproblem of optimizing variable \( y \) while fixing the remaining variables such as \( l \) and \( w \) is convex. As a conclusion, the proposed problem is in the form of a multi-convex problem. Therefore, to solve the proposed multi-convex problem, we decompose the proposed problem into multiple subproblems such as 1) optimal task offloading problem, 2) resource blocks allocation for eMBB users, and 3) traffic of URLLC users scheduling problem. Then, BCD algorithm is adopted to solve the subproblems alternately.

For any given \( y \) and \( w \), the optimal task offloading problem can be presented as follows:

\[
\begin{align*}
(P1) : \min_{l} & \left( \sum_{u=1}^{U} E_{u}^{\text{Off}} + \sum_{u=1}^{U} E_{u}^{L} \right) \\
\text{s.t.} & \ (C1)-(C3),
\end{align*}
\]

where (P1) is the convex problem.

Proof: We first set \( A(l) = \sum_{u=1}^{U} E_{u}^{\text{Off}} + \sum_{u=1}^{U} E_{u}^{L} \). Then, the first-order derivative of \( A(l) \) with respect to the \( l_u \) as follows:

\[
\frac{dA(l)}{dl_u} = \sum_{b=1}^{B} y_{u}^{b} P_{u,b}^{\text{Off}} R_{u,b} - k(f_u^{l})^2 c_u, \ \forall u \in \mathcal{U}.
\]

Moreover, the second-order derivative is:

\[
\frac{d^2A(l)}{dl_u^2} = 0.
\]

From (33), it is sure that the second order derivative of the objective function \( A(l) \) is positive semi-definite. Therefore, we can conclude that the the objective function in (30) is convex. Moreover, the constraints (C1)-(C3) are linear constraints. Therefore, the task offloading problem, (P1), is a convex problem.

Secondly, for any given \( l \) and \( w \), the resource blocks allocation problem can be described as follows:

\[
(P2) : \min_{y} \sum_{u=1}^{U} E_{u}^{\text{Off}} - \phi \sum_{u=1}^{U} \sum_{b=1}^{B} y_{u}^{b} R_{u,b} \\
\text{s.t.} (C1), (C7), \text{and} (C8),
\]

where (P2) is the convex problem.

Proof: Let \( G(y) = \sum_{u=1}^{U} E_{u}^{\text{Off}} - \phi \sum_{u=1}^{U} \sum_{b=1}^{B} y_{u}^{b} R_{u,b} \). The first-order derivative of \( G(y) \) with respect to \( y_{u}^{b} \) as follows:

\[
\frac{dG(y)}{dy_{u}^{b}} = P_{u,b}^{\text{Off}} l_u R_{u,b} - \phi \sum_{u=1}^{U} R_{u,b}, \ \forall u \in \mathcal{U}, \forall b \in \mathcal{B}.
\]

Then, the second-order derivative is given by:

\[
\frac{d^2G(y)}{dy_{u}^{b}dy_{u}^{b}} = 0.
\]
where (37) demonstrates that $G(y)$ is positive semidefinite. Therefore, we can conclude that the objective function of the resource blocks allocation problem in (34) is convex. Let

$$g(y_u^b) = \frac{I_u}{T_u} + \frac{c_u^b}{f_u} - T_u,$$

then, we can rewrite the constraint C2 as follows:

$$g(y_u^b) \leq 0, u \in \mathcal{U}. \tag{38}$$

The first order derivative of $g(y_u^b)$ with respect to $y_u^b$ is as follows:

$$\frac{dg(y_u^b)}{dy_u^b} = \frac{-I_u}{(y_u^b)^2} \omega \left(1 - w_u \times \frac{L}{L_{\text{max}}} \right) \log_2 \left(1 + \frac{P_u \gamma_u^b}{N_0} \right). \tag{39}$$

Then,

$$\frac{d^2 g(y_u^b)}{d(y_u^b)^2} = \frac{-2I_u}{(y_u^b)^3} \omega \left(1 - w_u \times \frac{L}{L_{\text{max}}} \right) \log_2 \left(1 + \frac{P_u \gamma_u^b}{N_0} \right). \tag{40}$$

From (40), we can see that $\frac{d^2 g(y_u^b)}{d(y_u^b)^2} > 0$. Therefore, we can conclude that the constraint, C2, is convex [34]. Furthermore, the constraints C7 and C8 are affine. Therefore, the conclusion is that the resource blocks allocation problem, (P2), is a convex problem.

Then, the traffic of URLLC users scheduling problem at given $I$, and $y$ can be formulated as:

$$(P3): \min_{w} \sum_{u=1}^{U} E_u \text{Of} - \phi \sum_{u=1}^{U} \sum_{b=1}^{B} y_u^b R_{u,b} \tag{41}$$

s.t. (C4), (C5), and (C6),

where the traffic of URLLC users scheduling problem is a convex problem.

Proof: Let $H(w)$ be $\sum_{u=1}^{U} E_u \text{Of} - \phi \sum_{u=1}^{U} \sum_{b=1}^{B} y_u^b R_{u,b}$. The first-order derivative of $H(w)$ with respect to the $w_u$ is given by:

$$\frac{dH(w)}{dw_u} = \frac{L}{L_{\text{max}}} \sum_{b=1}^{B} \omega \left(1 - w_u \times \frac{L}{L_{\text{max}}} \right)^2 \log_2 \left(1 + \frac{P_u \gamma_u^b}{N_0} \right) \tag{42}$$

$$+ \frac{\phi L}{L_{\text{max}}} \sum_{b=1}^{B} y_u^b \omega \log_2 \left(1 + \frac{P_u \gamma_u^b}{N_0} \right), \forall u \in \mathcal{U}. \tag{43}$$

Then, the second-order derivative is as follows:

$$\frac{d^2 H(w)}{d(w_u)^2} \leq \frac{2L^2}{L_{\text{max}}} \sum_{b=1}^{B} \omega \left(1 - w_u \times \frac{L}{L_{\text{max}}} \right)^3 \log_2 \left(1 + \frac{P_u \gamma_u^b}{N_0} \right). \tag{44}$$

From (44), we notice that $\frac{d^2 H(w)}{d(w_u)^2} > 0$. Therefore, the objective function of the URLLC users’ traffic scheduling problem is a convex function. In addition, the constraint C4 is affine, and C5 and C6 are convex. Hence, the URLLC users’ traffic scheduling problem is a convex problem.

Algorithm 1: Iterative Algorithm for the relaxed problem

1: **Initialization:** Set $k = 0$, $\epsilon_1, \epsilon_2, \epsilon_3 > 0$, and initial solutions $(l(0), y(0), w(0))$;

2: **repeat**

3: Compute $l^{(k+1)}$ from (P1) at given $y^{k}$, and $w^{k}$;

4: Compute $y^{(k+1)}$ from (P2) at given $l^{(k+1)}$, and $w^{k}$;

5: Compute $w^{(k+1)}$ from (P3) at given $l^{(k+1)}$, and $y^{(k+1)}$;

6: $k = k + 1$;

7: **until** $\|l^{(k+1)} - l^{(k)}\| \leq \epsilon_1$, $\|y^{(k+1)} - y^{(k)}\| \leq \epsilon_2$, and $\|w^{(k+1)} - w^{(k)}\| \leq \epsilon_3$;

8: Then, set $(l^{(k+1)}, y^{(k+1)}, w^{(k+1)})$ as the desired solution.

We can see that all of the above subproblems are convex problems. Therefore, we can use ECOS solver in the CVXPY to solve each subproblem.

A. COMPLEXITY OF PROPOSED SOLUTION

Although the objective function and feasible set are non-convex in multiple blocks of variables, they are convex in each block of variables. It means that when we fix two among three blocks of variables, the problem becomes convex in the remaining block of variables, and it is called a multi-convex problem [35]. To solve this kind of multi-convex problem, we apply the block coordinate descent (BCD) algorithm and it guarantees to converge to the stationary point (i.e., suboptimal solution). According to [36], with the flexible block update rule, the BCD algorithm has a sub-linear convergence rate, $O(1/k)$, where $k$ is the index of iteration.

Likewise, even though our proposed problem is non-convex, as an example, the subproblem of optimizing the block of variable $y$ while fixing the remaining blocks of variables such as $I$, and $w$ is convex. As a conclusion, the proposed problem is in the form of a multi-convex problem. The computation complexity of our proposed block coordinate descent based solution approach, Algorithm 1, in a single iteration is $O(|\mathcal{U}| \times |\mathcal{B}|)$ which depends on the dimensions of the blocks of variables in each subproblem. Therefore, the total complexity (i.e., execution time) of the proposed algorithm is $K \times O(|\mathcal{U}| \times |\mathcal{B}|)$ where $K$ is the total number of iterations that the proposed algorithm takes to converge to the suboptimal solution.

V. SIMULATION RESULTS

In this section, we evaluate the performance of our proposed iterative algorithm-based communication and computation resource slicing for eMBB and URLLC users in 5G networks.

A. SIMULATION SETUP

To figure out the performance of our proposed scheme, we consider a multiuser MEC system with a single BS where the MEC server having a maximum computation capacity...
Table 2: Summary of Simulation Parameters.

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of BS</td>
<td>1</td>
</tr>
<tr>
<td>Coverage radius of BS</td>
<td>1000 m</td>
</tr>
<tr>
<td>Number of eMBB users</td>
<td>[5,30]</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>2 GHz</td>
</tr>
<tr>
<td>Frame structure</td>
<td>FDD</td>
</tr>
<tr>
<td>Total system bandwidth to allocate eMBB users</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Number of resource blocks</td>
<td>[30,50]</td>
</tr>
<tr>
<td>System bandwidth of each resource block</td>
<td>150 MHz</td>
</tr>
<tr>
<td>Thermal noise density</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Fading model</td>
<td>Rayleigh fading</td>
</tr>
<tr>
<td>Input data size of eMBB user</td>
<td>[0.1, 0.4] MB</td>
</tr>
<tr>
<td>Required CPU cycles to execute one bit of data</td>
<td>[10, 25] cycles</td>
</tr>
<tr>
<td>Maximum tolerable latency of each eMBB user</td>
<td>[30, 100] s</td>
</tr>
<tr>
<td>Maximum computation capacity of each eMBB user</td>
<td>[0.1, 0.72] MHz</td>
</tr>
<tr>
<td>Maximum computation capacity of MEC server</td>
<td>1 GHz</td>
</tr>
<tr>
<td>Convergence threshold (ε₁,ε₂,ε₃)</td>
<td>10⁻⁶</td>
</tr>
</tbody>
</table>

Figure 4: Convergence rate of proposed algorithm.

Figure 5: Optimal value of Q under different number of users.

of 1GHz is deployed. The maximum system bandwidth of the BS is 10MHz. The eMBB users are randomly scattered within the radius of the cell \( r = 1000 \) m, and every eMBB user has computation tasks to be executed. The input data size of tasks of eMBB users and the required CPU cycles to execute one bit of input data are randomly generated between [0.1, 0.4] MB and [10, 25] cycles, respectively. Then, the maximum tolerable latency to execute a computation task of each user is between [30, 100] s. We set the maximum computation capacity of eMBB users between [0.1, 0.72] MHz and the maximum transmit power of each eMBB user as 100 mW. In this work, we consider a small scale fading model, and the back noise of the system is -174 dBm/Hz. The details of the parameters used in our simulation are presented in Table II.

B. NUMERICAL RESULTS

In this section, we focus primarily on the proposed algorithm’s performance gain. In addition, we compare the efficiency of our proposed iterative algorithm with the following two baseline schemes.

- Equal resource sharing: The communication resource (i.e., resource blocks) and the computation capacity (i.e., CPU capacity (cycles/s)) of the MEC server are equally allocated to all eMBB users.
- All local computing: In this scheme, all eMBB users execute their computation tasks locally.
- All offloading: In this scheme, all eMBB users offload all of their computation tasks to the MEC server.

In Fig. 4, we demonstrate the converge rate of the proposed algorithm with 5 eMBB users where \( Q = \sum_{u=1}^{U} E_{\text{Off}} + \sum_{u=1}^{U} E_{\text{L}} - \phi \sum_{u=1}^{U} \sum_{b=1}^{B} y_{b,u} b_{R_u,b} \). From there, we observe that our proposed algorithm takes 95 iterations to converge to the optimal solution. In Fig. 5, the optimal value of Q for a different number of eMBB users is described. Moreover, we compare the performance of our proposed algorithm with other schemes such as equal resource sharing, all local computing, and all offloading. Under equal resource sharing scheme, the BS allocates its physical resource blocks and the computation capacity of the MEC server to all eMBB users equally, and all eMBB users execute their computation tasks locally and offload their computation tasks to the MEC server under all local computing and all offloading schemes. From Fig. 5, we observe that our proposed scheme outperforms the other three schemes. The performance gap between our proposed scheme and other schemes is higher when the number of users increases. Therefore, our proposed scheme is more efficient when there is a large number of users in the system.

Fig. 6 compares the total energy consumption under different number of users through different algorithms: equal resource sharing, all local computing, all offloading and our proposed algorithm. From Fig. 6, we observe that the energy consumption is minimum under our proposed scheme. The reason is that the equal allocation of resource blocks and computation capacity of the MEC server cannot be effective for all eMBB users. This is because all eMBB users have different achievable channel gains and different sizes of offloaded data. Therefore, more resource blocks are needed.
The users’ energy consumption under proposed algorithm is high. However, when the number of resource blocks is large, our proposed algorithm does perform better. This is because a user’s energy consumption decreases according to (9) when the user’s data rate increases and the user’s data rate increases when the number of resource blocks allocated to it increases per (5). In conclusion, it is clear from Fig. 7 that our proposed algorithm outperforms equal sharing and all offloading schemes. Moreover, our proposed algorithm performs far better than all local computing scheme when the number of resource blocks is sufficiently large. In addition, Fig. 8 provides the total achievable data rate of the eMBB users under different number of resource blocks. From there, we can note that the data rate increases with an increase in the number of resource blocks. Finally, it is clear in Fig. 8 that the attainable data rate under our proposed algorithm is higher than that under equal sharing scheme.

Fig. 9 demonstrates the offloaded data size of the task from each eMBB user to the MEC server. From Fig. 9, we observe
that users offload more data to the server when the tolerable latency (i.e., computation deadline) of the task is low. It is because each user has limited computation capacity when compared with the MEC server, and it is difficult for each user to complete their task execution within the deadline. When the tolerable latency is high enough, each eMBB user will offload less data to the server and will do more local computing.

We show the optimal weight of puncturing resources of each eMBB users under different traffic of URLLC users (i.e., different $p$) in Fig. 10. We observe that the resource of the eMBB users has been punctured more when the incoming traffic of URLLC users is high (i.e., higher $p$). As an example, the allocated resource of the eMBB user-1 will be punctured more in $p = 0.7$ when compared with $p = 0.2$ and $p = 0.5$. Moreover, we see that resources from the eMBB user-1 must be punctured more than from eMBB user-5. The reason is that the achievable channel gain of user-1 is higher than that of user-5 or the QoS requirement of user-5 is higher than that of user-1. Then, Fig. 11 presents the achievable data rate of the URLLC users on the puncturing resource of each eMBB user. We see that the achievable data rate of the URLLC users on the puncturing resource of user-1 is higher than others because more resource from the user-1 is punctured for the traffic of URLLC users. Moreover, we can observe that the achievable data rate of the URLLC users is the highest at $p = 0.7$ (i.e., highest traffic of URLLC users). Finally, we demonstrate the achievable data rate of eMBB users in Fig. 12. From Fig. 12, we observe that the achievable data rate of user-5 is the highest compared with other eMBB users. The reason is that the allocated resource of user-1 is less punctured when compared with the resources of other users. Moreover, it can be seen that the achievable instantaneous data rate of all eMBB users is lowest when the incoming traffic of URLLC users is the highest (i.e., highest $p$). The fact is that more resources of the eMBB users will be punctured when the incoming traffic of URLLC users is high.

VI. CONCLUSIONS

In this work, we have formulated an energy-efficient joint communication and computation resource allocation problem for eMBB, and URLLC users in 5G networks. Then, we have decomposed the formulated problem into multiple sub-problems and solved them alternately until convergence. The superior effectiveness in the performance of our proposed algorithm over other existing schemes has been proven with simulation results. In the future, we will consider multiple base stations scenario and take into account the power control of the users.
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