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Abstract—In recent years, multi-access edge computing (MEC) is a key enabler for handling the massive expansion of Internet of Things (IoT) applications and services. However, energy consumption of a MEC network depends on volatile tasks that induces risk for energy demand estimations. As an energy supplier, a microgrid can facilitate seamless energy supply. However, the risk associated with energy supply is also increased due to unpredictable energy generation from renewable and non-renewable sources. Especially, the risk of energy shortfall is involved with uncertainties in both energy consumption and generation. In this paper, we study a risk-aware energy scheduling problem for a microgrid-powered MEC network. First, we formulate an optimization problem considering the conditional value-at-risk (CVaR) measurement for both energy consumption and generation, where the objective is to minimize the expected residual of scheduled energy for the MEC networks and we show this problem is an NP-hard problem. Second, we analyze our formulated problem using a multi-agent stochastic game that ensures the joint policy Nash equilibrium, and show the convergence of the proposed model. Third, we derive the solution by applying a multi-agent deep reinforcement learning (MADRL)-based asynchronous advantage actor-critic (A3C) algorithm with shared neural networks. This method mitigates the curse of dimensionality of the state space and chooses the best policy among the agents for the proposed problem. Finally, the experimental results establish a significant performance gain by considering CVaR for high accuracy energy scheduling of the proposed model than both the single and random agent models.
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MULTI-ACCESS edge computing (MEC) enables a large amount of computational tasks for massive IoT-applications and background services to be executed by smart services [1], which requires more energy consumption as compared with normal execution of the wireless networks [2]. To handle the continual growth of energy consumption for wireless networks [3], renewable energy usage is essential for interrupt-free wireless network operation by reducing the dependency on non-renewable energy usage. Furthermore, research shows that a proper combination of energy generation (i.e., renewable, non-renewable, and storage) and distribution can save a significant amount of energy usage for radio access networks [4]. Specifically, a jointly optimized demand-side management mechanism is claimed to save up to 18% of the total energy usage in wireless networks [5]. Therefore, renewable energy aware task scheduling and resource allocation for wireless networks infrastructure are necessary when considering energy consumption [6]. However, risk-aware energy scheduling is overlooked in a microgrid-powered MEC networks, where energy consumption of the MEC network strongly depends on the nature of MEC task fulfillment over time [7].

In case of the physical deployment of MEC, the technical and business point of view are considered [8]. MEC facilitates various applications such as those that are related to smart cities, health care, smart agriculture, automotive, virtual reality (VR), and augmented reality (AR) [1], along with user specific requirements. Consequently, MEC is already included as an essential component in various smart infrastructures such as smart cities and smart factories. Meanwhile, microgrids have been considered prominent in those MEC infrastructures [9] [10]. Thus, microgrid can be an effective energy supplement to MEC.

In this paper, we consider a grid-connected and dedicated microgrid that supports MEC-enabled wireless networks to reduce the usage of brown (i.e., non-renewable) energy for the considered network infrastructure. Therefore, the microgrid is always connected to the power grid, and also it can always be bought from the power grid to guarantee seamless energy flow to the MEC network. However, it is imperative to tackle the challenge of when to buy and how much energy to be bought from the main grid. Further, it is also essential to take an autonomous energy decision (i.e., store/buying) for the microgrid-enabled MEC network to reduce the risk of energy
shortfall (i.e., the gap between demand and supply estimation). The request of uncertain tasks to MEC compels a volatile energy consumption, while the randomness of renewable energy generation admits the volatility in a microgrid (as seen in Fig. 1). In figures 1(a) and 1(b), we explain the nature of MEC tasks execution request and the energy generation of a solar unit for the consecutive day. In the figures 1(a) and 1(b), we observe that a sudden increase of the MEC tasks execution request can demand more energy to fulfill its user task, while a sharp decrease of solar generation causes energy generation volatility. In particular, Fig. 1(a) shows that the MEC tasks execution request becomes more than double between 3 AM to 5 AM compared to the following day. To this end, historical volatility [11] of a single MEC server’s tasks request [14] and a solar unit’s (renewable) energy generation [15] infer (in Fig. 1) that the volatility of energy demand-supply induces a shortfall toward an efficient energy scheduling of MEC network. The volatility [11] of energy consumption-generation possibly induces a shortfall between scheduled energy demand and supply. This characteristic of energy demand-supply raises a risk toward an efficient energy scheduling of the microgrid-powered MEC network, where the volatility is directly proportional to the risk. Thus, to mitigate this challenge, risk-aware energy scheduling in which the uncertainties of both MEC energy consumption and microgrid generation are considered is essential. In the literature, conditional value-at-risk (CVaR) [12], [13] is an effective metric to estimate the expected shortfall in risk measurement for establishing seamless energy management. In particular, the CVaR can quantify the amount of tail risk (i.e., both positive and negative), which is used to characterize the expected residual of energy demand and supply. To prevent the energy shortfall between consumption and generation estimation, a risk-aware energy scheduling mechanism is needed to establish an efficient control of the non-renewable energy generation (i.e., turn on/off non-renewable energy generation) at the main grid for the considered microgrid-powered MEC network. Throughout this paper, the term energy shortfall represents the energy residual between demand and supply (i.e., consumption and generation). One of this work’s core objectives is to maximize the renewable energy usage for the microgrid-powered MEC network. Subsequently, the proposed approach can efficiently take an autonomous control decision of the energy store or buy for the considered network. When renewable energy generation is more than the demand, the proposed system can trigger the energy store decision for storing a surplus amount of energy into an energy storage medium for future usage. In contrast, the microgrid-powered MEC network buys non-renewable energy from the main-grid. However, the advance storing of non-renewable energy into an energy storage medium or always buying energy from the main grid is conflicting with the principle of the microgrid [16], [17]. Therefore, in this work, we cannot keep non-renewable energy in the storage medium for future usage, nor we can continuously buy from the power grid.

We summarize the goal and technical motivations of our work as follows:

- The goal of this work is to provide an efficient energy scheduling scheme for a microgrid-powered MEC network. Thus, the objective is to minimize the expected energy residual between estimated demand and supply by capturing the tail-risk of the uncertain energy generation and demand. In particular, the objective is to reduce the gap between energy generation and demand estimation, where it can maximize the usage of renewable energy by satisfying its constraints. As a result, the proposed scheduling mechanism can minimize the amount of energy to be bought from the power grid since the usage of renewable energy becomes maximized. Further, this proactive scheduling can protect the MEC network from the risk of energy outage or such an emergency situation by applying autonomous control decisions (i.e., store/buying action) by the microgrid controller.
- To achieve the above goal, we need to design the solution by considering the following aspects: 1) uncertainty for both energy consumption and generation should be taken into account, 2) coordinating between wireless network energy consumption and microgrid generation, and 3) characterizing strong temporal dependencies among the massive amounts of multidimensional energy data (i.e., the energy consumption of the MEC network and generation of microgrid). Therefore, capturing the dynamic of a Markov decision process can be one of the possible ways to overcome those technical challenges. Thus, a model-free, policy-based, and on-policy reinforcement learning mechanism can be a suitable way since it does not build any model, directly approximates the energy scheduling policy, and require new energy data (i.e., new environment) to obtain the policy. In general [18], [19], single-agent mechanism is not capable of choosing an action for the best policy due to limited information and the single-agent reinforcement learning only optimizes the action policy for itself only. However, by changing the environment this method cannot cope with an unknown
environment due to diversity. Instead, in a multi-agent system, each agent learns action policy based on diverse feedbacks from other agents or global agent and optimizes the decision towards the best energy scheduling.

A. Challenges

To design a risk-aware energy scheduling for MEC, we face several challenges:

- First, the volatilities of both energy consumption and generation induce risk of energy shortfall to the MEC network. Inefficient energy estimation for both demand and supply result in a high risk of energy demand-supply failures, thus increasing the power outage probability. Hence, proper coordination between the energy consumption of a MEC network and the energy supply of the microgrid can reduce the risk of energy shortfall between demand and supply.

- Second, how to coordinate between wireless network energy consumption and microgrid generation for balancing energy demand-supply is critical. Long-term energy consumption and generation estimation from historical energy data (i.e., energy consumption of the MEC network and generation of microgrid) can impose an efficient energy scheduling, which can help to reduce the risk of energy shortfall and overcomes the uncertainties for advanced demand-supply management. However, the energy data not only holds the multidimensionality but also establishes a strong temporal dependence (autocorrelation) among them.

- Third, how to characterize the massive amount of multidimensional energy data that can capture the autocorrelation representing a time variant information of demand-supply. Here, the dynamics that can be assumed as a Markovian model so that a multi-agent model can be one possible way to overcome this challenge.

B. Contribution

To alleviate from the above challenges, we focus on approaches that not only consider risk measurement in both energy consumption and generation, but also provide efficient energy scheduling for the MEC network such that demand is satisfied. We summarize our key contributions as follows:

- First, we formulate a risk-aware energy scheduling problem for the microgrid-powered MEC network, where the objective is to reduce the loss of energy demand-supply estimation such that the CVaR confidence level is satisfied. This optimization problem not only coordinates between MEC energy consumption and microgrid generation, but also considers the expected shortfall in CVaR risk measurement with a long tail distribution, where we show that the formulated problem is NP-hard.

- Second, to achieve optimal scheduling of the formulated problem, we analyze and remodel it with multi-agent deep reinforcement learning (MADRL), which is similar to an 9-agent stochastic game with a joint policy. We show that this game not only guarantees at least one Nash equilibrium point in stationary strategies, but also ensures the convergence of the proposed model.

- Third, to derive the solution of proposed model, we apply a MADRL-based asynchronous advantage actor-critic (A3C) algorithm and achieve the optimal policy, in which we employ shared neural networks (weight sharing) for low computational complexity. This MADRL model overcomes the curse of dimensionality for the state-space and accepts the best policy among the other agents toward updating the global policy with less information.

- Finally, we perform an extensive experimental analysis for the proposed risk-aware energy scheduling model, and the experimental results show the proposed approach outperforms the single agent A2C and random-agent A3C solution in terms of energy scheduling and risk measurement, achieving around 92%, 96%, and 92% test accuracy with 4.72%, 5.65%, and 7.46% CVaR for confidence levels of 90%, 95%, and 99%, respectively.

This paper is an extension of our conference version [20] that provides one of the first models for risk-aware energy scheduling of a microgrid-powered MEC network. Apart from the previous work, in this paper, we focus to provide not only the rigorous experimental analysis but also a concrete theoretical perspective to establish the efficiency of the proposed model. In particular, we have formulated an N-agent stochastic game for the solution that ensures a joint policy nash equilibrium with convergence guarantee. Further, in the problem formulation, we have added three additional constraints that establish a concrete model. To this end, we characterize the tail-risk of the energy shortfall by comparing with VaR and CVaR that consider both normal and Student’s t distribution [21].

The rest of the paper is organized as follows. We present some related work of current research in Section II. In Section III, we describe the network energy consumption model, microgrid energy generation model, risk assessment model, and problem formulation of the risk-aware energy scheduling problem. We present risk-aware energy scheduling via an N-agent stochastic game and MADRL in Section IV. In Section V, we provide the experimental analysis and discussion regarding the proposed solution. Finally, we conclude the paper in Section VI.

II. RELATED WORK

In this section, we discuss background of MEC and microgrid, some of the related works, and challenges, which are grouped into four categories: (i) background, (ii) MEC networks with renewable energy, (iii) sustainable demand response (DR) management, and (iv) reinforcement learning in wireless networks.

A. Background

The goal of the MEC technology is to provide computational facilities at the edge of a network by employing low-latency, high-bandwidth communication with real-time feedback for Internet of Things (IoT) applications and services [1].
Initially, mobile edge computing was referred to as the network edge of a mobile network [2]. However, the MEC function is not only limited to mobile networks but also reflects on non-cellular operators’ requirements. Therefore, the European Telecommunications Standards Institute (ETSI) Industry Specification Group (ISG) officially changed its name from Mobile Edge Computing ISG to Multi-Access Edge Computing ISG [22]. MEC hosts are deployed in a large geographical area such as, at the edge or central data network, where User Plane Function (UPF) manages the user traffic for the targeted MEC applications in the data network [8]. Further, network operators can be responsible for the physical location of the data networks based on the supported applications, available site facilities, and requirements, where they consider technical and business parameters [8]. Nowadays, the necessity of MEC becomes a promising technology to facilitate the smart city, smart factory, smart home, and other smart infrastructures [1], [23]. Meanwhile, microgrid has shown its competence in those smart infrastructures as an energy supplier [9], [10], [24]. Thus, microgrid is capable of supplying energy from its renewable, non-renewable, and storage energy sources (local sources) and also able to sell/buy energy to/from main grid [7], [25], [26]. As a result, microgrid is a suitable candidate to enable sustainable edge computing in the era of next-generation networks.

B. MEC Networks with Renewable Energy

MEC emerges via computational requirements at the edge of wireless networks to handle the massive expansion of IoT applications and services. The amount of computational data will reach 49 exabytes per month by 2021 and MEC will be responsible for computing 63% of the total computational data [27]. Therefore, to operate sustainable MEC function, a microgrid enables facilitation of energy consumption from renewable, non-renewable, and storage sources. Sustainable energy management for renewable energy enabled wireless networks has been a focus of recent years, facilitating seamless edge computing. A study on renewable energy powered base stations (BSs) operation was performed a decade ago in [28], where authors have analyzed the usefulness and effectiveness of usages of renewable energy in the wireless network. Afterward, in [29], small cell networks have facilitated with renewable energy, in which they investigate a network deployment methodology and design the network operation function. Recently, a learning-based scheme has proposed in [6], where user scheduling and network resource allocation have performed of heterogeneous networks by considering hybrid energy supply. To facilitate sustainable MEC, it is essential to study the energy demand for MEC computational tasks as well as the energy generated from renewable energy sources.

In recent years, MEC has faced challenges related to low latency scheduling, scalability, and sustainability, in which proper energy scheduling can solve the sustainability of MEC due to energy failure [30], [31]. To promote energy saving for user devices, energy-efficient task offloading [32] and dynamic task offloading are considered in [33], increasing the energy consumption of MEC networks. Therefore, to enable smart grid powered mobile networks, a joint method was proposed for both BS operation and power distribution, which provides a strong relationship between BS operation power consumption and smart grid power generation [3]. A hybrid energy supply aware user scheduling and resource allocation scheme has developed for HetNets environment, where every small cell base station (SBS) is enabled with renewable energy sources [6]. Further, a wired energy transferred (via energy harvesting and energy load balancing) mechanism for the BSs has been established, with a grid architecture that considers task offloading decisions among the BSs [34]. In [35], a method for energy-efficient wireless data transmission has been proposed that minimizes the power loss for both power generation and wireless network power consumption. However, these studies have overlooked MEC energy consumption with respect to computational tasks. Thus, a computational tasks consume 33% of energy from the total consumed energy of the wireless networks [36].

C. Sustainable Demand Response Management

A sustainability issue arises for MEC networks, where the computations of MEC are directly proportional to energy consumption [1]. The energy consumption of MEC network is nondeterministic in nature [7]. Therefore, efficient energy supply can fulfill the requirements of sustainable MEC operation. The reliability and stability of the MEC network not only depend on MEC energy consumption, but also on energy generation of renewable (e.g., solar, wind, biofuels, etc.) and non-renewable (e.g., diesel generator, coal power, and so on) sources [37]. A microgrid can manage those challenges by providing proper demand response (DR) management, in which a microgrid controller is an essential component to do such [38]. Competence of the proper DR management is already shown in the field of residential [39], [40], commercial [41], and cloud data center [42], [43] energy management. In [44], a risk management scheme was introduced for optimizing the midterm power portfolio in energy market, where reliability of energy pricing is increased since risk measurement has included. Volatility of energy demand and supply induces a risk of energy failure, indicating the significance of energy scheduling of the microgrid-powered MEC networks. As a result, to ensure a sustainable energy scheduling, we discretize the risk under a CVaR [12], [13], where the risk of energy shortfall is characterized by a long-tail distribution.

D. Reinforcement Learning in Wireless Network

A variety of reinforcement learning (RL) approaches have been used to solve complex problems such as user tasks offloading, software-defined network (SDN) management, strategic planning of energy markets, and SBS network resources allocation [6], [18], [45]-[48]. Multi-agent reinforcement learning is used to solve spatio-temporal resource assignment problems [45]. An ϵ-greed-based RL method has been applied to SDN-based smart city service management [46], and a single agent Q-learning model has studied for energy market analysis
in [47]. Furthermore, deep Q-networks (DQN) have been employed for green resource management in content-centric IoT networks [18]. A DQN-based single agent actor-critic model has been proposed for task scheduling in renewable energy powered heterogeneous networks [6], and a data-driven model has developed for the BS energy saving mechanism in [49]. However, these approaches are very expensive with respect to computation, whereas multi-agent deep reinforcement learning (MADRL) with shared neural networks is one possible way to obtain a low computational complexity solution. In order to solve the risk-aware energy scheduling problem with optimal results and fast convergence, a MADRL-based asynchronous A3C model is more appropriate [50], [51].

In this paper, we tackle the risk-aware energy scheduling problem for the microgrid-powered MEC networks by considering both energy consumption and generation under risk measurement. The detail discussion of the system model and problem formulation are given in the following section.

III. SYSTEM MODEL AND PROBLEM FORMULATION

The multi-access edge servers are capable of performing heterogeneous computational tasks (e.g., smart health, VR, emergency monitoring and so on) and these tasks are associated with SBSs as shown in Fig. 2. The energy demand of this MEC network is fulfilled by the microgrid energy sources (e.g., renewable, non-renewable, and storage), and a microgrid controller can communicate with the macro base station (MBS) for managing the energy supply based on MEC network energy demand. All the SBSs are physically connected with the MBS and controlled by the same network operator. Here, the risk of energy failure is a fundamental challenge for sustainable edge computing [30] in existing microgrid-powered MEC networks, where the energy consumption of edge computing is random over time and renewable energy generation is nondeterministic in nature [7], [51]. Therefore, the microgrid-powered MEC network system model can be decomposed into three parts, the network energy consumption model, microgrid energy generation model, and risk assessment model, which are discussed in the later subsections in detail.

TABLE I: Summary of Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Set of SBSs under the MBS</td>
</tr>
<tr>
<td>C_i</td>
<td>Set of active server under SBS s_i ∈ B</td>
</tr>
<tr>
<td>A_i(t)</td>
<td>Task arrival rate at SBS s_i ∈ B</td>
</tr>
<tr>
<td>χ_i(t)</td>
<td>Average traffic size at SBS s_i ∈ B</td>
</tr>
<tr>
<td>ϕ_i(t)</td>
<td>Data rate at SBS s_i ∈ B</td>
</tr>
<tr>
<td>μ_i(t)</td>
<td>Service rate at SBS s_i ∈ B</td>
</tr>
<tr>
<td>ρ_i(t)</td>
<td>Server utilization at SBS s_i ∈ B</td>
</tr>
<tr>
<td>E_{dem}(t)</td>
<td>Total energy demand for vi ∈ B</td>
</tr>
<tr>
<td>E_{Gen}(t)</td>
<td>Renewable energy generation at time slot t</td>
</tr>
<tr>
<td>E_{Ren}(t)</td>
<td>Non-renewable energy generation at time slot t</td>
</tr>
<tr>
<td>E_{Sto}(t)</td>
<td>Stored energy at time slot t</td>
</tr>
<tr>
<td>N</td>
<td>Set of virtual agents</td>
</tr>
</tbody>
</table>

A. Network Energy Consumption Model

In the network energy consumption model, we consider a set of SBSs B = {1, 2, . . . , B} that are deployed under a macro base station (MBS), where each SBS i has a set of MEC heterogeneous active servers C_i = {1, 2, . . . , C_i} and these MEC servers are physically deployed with SBS i [52]. We consider one energy consumption cycle as a set T = {1, 2, . . . , T} of a finite time horizon, where the length of a discrete time slot t is a 15-minute duration (i.e., one observational period), in general, the total duration of each cycle is one month [25]. In the typical wireless networks [53], [54], the per-user channel and traffic variation period is up to 0.1 second and traffic aggregation demand variation is 0.1 minute. In fact, we can predict the user association and network status variations by the duration of several minutes, hours, and days [5], [53], [54]. On the other hand, the microgrid (i.e., renewable, non-renewable, and storage) energy generation and supply model belongs to several time slot durations correspondingly up to 15 minutes, 1 hour, 6 hours, 1 day, several days and so on [7], [9], [15], [25], [26]. The observation of a time slot t is ended at the 15-th minute and capable of capturing the changes of network dynamics for entire 15 minutes duration. Therefore, 15 minutes time slot is reasonable for the proposed scenario.

Let us consider a smart city scenario, where the SBS i can serve a set of heterogeneous user tasks K = {1, 2, . . . , K} (e.g., video surveillance, emergency health care, smart transportation and so on.) at time slot t. The user association between SBS i ∈ B and task k ∈ K is denoted as Ω_{ik}(t). We assume Ω_{ik}(t) = 1 if task k is assigned to SBS i at time t, and 0 otherwise. Moreover, SBSs are considered as up and running to anticipate those user requests. For example, we have two SBS i_1 and i_2 in the microgrid powered MEC network. At the beginning of an observational time period of 0 to 15 minutes (i.e., indexed as t = 1), user tasks k_{11}, k_{12} and k_{13} are associated with the SBS i_1 by the associations Ω_{11}(t) = 1, Ω_{12}(t) = 1, and Ω_{13}(t) = 1, respectively. Similarly, user tasks k_{21} and k_{22} are associated with the SBS i_2 with the association Ω_{21}(t) = 1, and Ω_{22}(t) = 1, respectively. After the 2 minutes during of the total 15 minutes observation period, the user task k_{11} of the SBS i_1 is moved to the SBS i_2. As a result, a new

1Consider fast-changing channel condition (e.g., variation period of 0.1 second), the 15 minutes observational period is comprised of all changes {0.1, 0.2, 0.3, . . . , 900} (in second). In fact, if we consider 10 ms, the dynamic of the changes also be captured during each 15 minutes period.
user task \( k_{i2} \) will assign to SBS \( i_2 \) by \( \Omega_{2i}(t) = 1 \). Meanwhile, the association status of user task \( k_{i1} \) at SBS \( i_1 \) will be changed from \( \Omega_{1i}(t) = 1 \) to \( \Omega_{1i}(t) = 0 \). During the one observational period these changes are known to microgrid controller for the microgrid powered MEC network. The microgrid controller calculates the energy consumption of first 2 minutes for that user task with SBS \( i_1 \), and rest of the duration with SBS \( i_2 \). Therefore, if the users are moving fast that do not affect the total energy consumption calculation of the considered scenario. The main notations that are used in this work is represented in Table [1].

1) Network Operation Energy Consumption: We consider a task arrival rate \( \lambda_i(t) \) for SBS \( i \) with an average traffic size \( \chi_i(t) \) at time slot \( t \), where the task arrival rate follows a Poisson process and \( \lambda_i(t) \) is the average traffic load. The capacity of SBS \( i \in B \) to receive the user tasks \( \forall k \in K \) is as follows \([7, 55, 56]\):

\[
\phi_i(t) = \sum_{k \in K} \Omega_{ik}(t) \log_2 \left( 1 + \frac{p_{ik} \times g_{ik}(t)}{\sigma^2_{ik} + \sum_{j \in B \setminus i} I_j(t)} \right) \forall i \in B,
\]

where \( g_{ik}(t) \) is the fixed channel bandwidth assigned to \( k \in K \), \( p_{ik} \) is the transmission power between task \( k \in K \) and SBS \( i \in B \). \( g_{ik}(t) \) determines the channel gain, the variance \( \sigma^2_{ik} \) of the Additive white Gaussian noise (AWGN) is denoted by \( \sigma^2_{ik} \) and \( I_j(t) \) is the channel interference with other SBSs. Therefore, the average service rate for SBS \( i \) is calculated as follows:

\[
\mu_i(t) = \frac{\phi_i(t)}{\chi_i(t)}.
\]

The SBS \( i \in B \) data rate is considered as constant and the traffic size is already known, so the service rate follows an exponential distribution. As a result, the M/M/1 queuing model can be considered as an appropriate choice \([7, 57, 58]\). At time slot \( t \), tasks \( \forall k \in K \) are uniformly distributed under SBS \( i \) and the overall server utilization rate is as follows \([5]\):

\[
\rho_i(t) = \sum_{k \in K} \Omega_{ik}(t) \frac{\lambda_i(t)}{\mu_i(t)},
\]

where \( \sum_{k \in K} \Omega_{ik}(t) \lambda_i(t) \) is the total amount of served tasks at time slot \( t \) by SBS \( i \).

The energy consumption of each SBS \( i \in B \) is comprised of two types of energy consumptions: 1) SBS general operation (i.e., up and running), and 2) data transfer through the network (i.e., payload communications). In particular, the general operation energy consumption is considered as a static energy \( E_{\text{st}}(t) \) that is the energy consumption of each SBS \( i \in B \) without carrying any traffic load (i.e., meta-data and payload) at time slot \( t \) \([4, 5, 7, 54, 59]\). Further, the static energy consumption differs among the SBSs based on its configurations and capacity \([59]\) while this energy is fixed during the observational period of \( t \). Meanwhile, the payload communication energy consumption is taken into account as a dynamic energy consumption of each SBS \( i \in B \). In particular, dynamic energy consumption relies on the network traffic communications that is the traffic load of each SBS \( i \in B \) at time slot \( t \). In fact, the dynamic energy consumption not only depends on traffic size but also relies on SBSs types \([59]\). Thus, a linear model is suitable to estimate the energy consumption of each SBS \( i \in B \) at time slot \( t \) and the network operation energy consumption is determined as follows \([4, 5, 54, 59]\):

\[
E_{\text{st}}^\text{net}(t) = \eta_{\text{net}}^\text{net}(t) \rho_i(t) + \epsilon_{\text{net}}^{\text{st}}(t),
\]

where \( \eta_{\text{net}}^\text{net} \) represents the energy coefficient and the value of parameter \( \eta_{\text{net}}^\text{net} \) depends on physical components of SBS as well as transferred payload size \([3, 59]\).

2) MEC Server Computational Energy: MEC server energy consumption depends on the number of CPU cores, activity ratio, and processor architecture. Each MEC server consists of \( L \) number of homogeneous CPU cores with \( M \) numbers of CPU component (i.e., FE: frontend, INT: integer units, FP: floating point units, BPU: branch prediction unit, L1: L1 cache, L2: L2 cache, and MEM: FSB and main memory.) \([61]\). Therefore, the dynamic energy consumption for core \( l \) with \( M \) components is determined by \( \sum_{m \in M} \eta_{ml}^\text{cpu} \delta_{ml}(t) \), where \( \eta_{ml}^\text{cpu} \) is the weight of component \( m \) and \( \delta_{ml}(t) \) represents the activity ratio at time slot \( t \) and \( \sum_{m \in M} \eta_{ml}^\text{cpu} \delta_{ml}(t) \approx \frac{1}{L} \). The general operation (e.g., signal messaging, idle state) of the MEC server consumes a static energy \( E_{\text{st}}^\text{mec}(t) \). Thus, the total energy consumption for the multi-core MEC server is defined as follows \([61]\):

\[
E_{\text{st}}^\text{mec}(t) = \sum_{c \in C} \left( \sum_{l \in L} \eta_{ml}^\text{cpu} \delta_{ml}(t) + E_{\text{st}}^\text{mec}(t) \right).
\]

In \([5]\), since the activity ratio \( \delta_{ml}(t) \) of the each core depends on the server capacity, this ensures variability of the MEC servers energy consumption.

3) Total Energy Consumption: The total energy consumption of MEC enabled SBS \( i \in B \) includes the static energy \( E_{\text{st}}^\text{net}(t) \) and the dynamic energy \( E_{\text{st}}^\text{mec}(t) \) \([59]\) at time slot \( t \). Equations \([4] \) and \([5]\) can determine the energy consumption for the SBS network’s operation and MEC servers usages, respectively. Thus, in both cases, the dynamic energy \( E_{\text{st}}^\text{mec}(t) \) relies on overall utilization rate \( \rho_i(t) \) (in \([3]\)) at each MEC enabled SBS \( i \in B \). In particular, network’s operation dynamic energy consumption depends on \( \rho_i(t) \) (in \([4]\)) while dynamic energy consumption of MEC servers’ relies on activity ratio \( \sum_{c \in C} \sum_{l \in L} \sum_{m \in M} \eta_{ml}^\text{cpu} \delta_{ml}(t) \approx \frac{1}{L} \) of those servers (in \([5]\)) at time slot \( t \). Here, the total dynamic energy consumption of each MEC enabled SBS \( i \in B \) for time slot \( t \) is defined as follows:

\[
E_{\text{st}}^\text{dyn}(t) = \eta_{\text{net}}^\text{net}(t) \rho_i(t) + \frac{1}{\rho_i(t)} \sum_{c \in C} \sum_{l \in L} \sum_{m \in M} \eta_{ml}^\text{cpu}.
\]

Further, we can denote the total amount of static energy consumption of each MEC enabled SBS \( i \in B \) for time slot \( t \) as \( E_{\text{st}}^\text{net}(t) = E_{\text{st}}^\text{net}(t) + \sum_{c \in C} E_{\text{st}}^\text{mec}(t) \), where \( E_{\text{st}}^\text{net}(t) \) and \( \sum_{c \in C} E_{\text{st}}^\text{mec}(t) \) represent the static energy consumption of network operation and MEC servers, respectively. Therefore, the total energy demand of each MEC enabled SBS \( i \in B \) is as follows \([59]\):

\[
E_{\text{st}}^\text{dem}(t) = \eta_{\text{net}}^\text{net}(t) \rho_i(t) + \frac{1}{\rho_i(t)} \sum_{c \in C} \sum_{l \in L} \sum_{m \in M} \eta_{ml}^\text{cpu} + E_{\text{st}}^\text{net}(t).
\]
where $\eta^\text{rel}_i(t)$ represents the energy coefficient of dynamic energy consumption for the network operation at SBS $i$ [59] while $\eta^\text{cpu}_m$ is the weight of each CPU component $m$ for core $l$ at MEC server $c \in C_i$ [61]. Here, $E_i^\text{G}(t)$ denotes the overall static energy consumption of each MEC enabled SBS $i \in B$ at time slot $t$. Therefore, the total energy demand for $B$ SBSs that are encompassed to the MBS is as follows:

$$E^\text{dem}(t) = \sum_{i \in B} (\eta^\text{rel}_i(t) + 1) \rho_i(t) \sum_{c \in C_i} \sum_{l \in L} \sum_{m \in M} \eta^\text{cpu}_m + E_i^\text{G}(t).$$

In [8], $\eta^\text{rel}_i(t)$ is network operation energy consumption coefficient of each SBS $i \in B$, where [8] is a univariate (single-variable) quadratic function. The value of $\eta^\text{rel}_i(t)$ for each SBS $i \in B$ is fixed and relies on types of BSs (i.e., number of transceiver and configuration) [59]. We consider each SBS as a Micro base station with two radio head transceiver, where the value of the coefficient parameter is $\eta^\text{rel}_i(t) = 2.6$ [59].

### B. Microgrid Energy Generation Model

The microgrid can supply both renewable energy (e.g., solar, wind, biofuels, etc.) and non-renewable energy (e.g., diesel generator, coal power, and so on). Here, $E_i^\text{gen}(t)$ and $E_i^\text{non}(t)$ denote the amount of renewable energy generation and non-renewable energy generation at time slot $t$, respectively. Let $E_i^\text{gen}(t)$ denote the maximum energy generation capacity and $E_i^\text{non}(t)$ denote total amount of energy generation. The total energy generation $E_i^\text{gen}(t)$ includes both renewable and non-renewable generated energy at time slot $t$, which can be calculated as follows:

$$E_i^\text{gen}(t) = E_i^\text{ren}(t) + E_i^\text{non}(t).$$

We consider available storage energy $E_i^\text{sto}(t-1)$ at time slot $t$ that can use to fulfill energy demand $E_i^\text{dem}(t)$ for the network. Therefore, we define the total supplantable energy for the network at time slot $t$ as $E_i^\text{sto}(t) = E_i^\text{gen}(t) + E_i^\text{sto}(t-1)$. When the energy demand $E_i^\text{dem}(t)$ of the network is larger than the supplantable energy $E_i^\text{sto}(t)$ (i.e., $E_i^\text{dem}(t) > E_i^\text{sto}(t)$), the microgrid can obtain additional energy from the main grid for meeting extra demand [7, 25, 60]. Thus, in case of $E_i^\text{sto}(t) > E_i^\text{sto}(t)$, the additional amount of energy is calculated as,

$$E_i^\text{buy}(t) = E_i^\text{dem}(t) - E_i^\text{sto}(t).$$

Furthermore, when $E_i^\text{dem}(t) \leq E_i^\text{sto}(t)$, the microgrid can store surplus amount of energy $E_i^\text{sto}(t)$ to storage medium. With a storage capacity $E_i^\text{max}(t)$ [26, 62], the microgrid preserves an extra amount of generated energy $E_i^\text{sto}(t) = E_i^\text{max}(t)$ for future use and that is determined as follows:

$$E_i^\text{sto}(t) = E_i^\text{gen}(t) + E_i^\text{sto}(t-1) - E_i^\text{dem}(t).$$

Hence, using (10) and (11), we can define the following binary decision variable:

$$a_t = \begin{cases} 1, & \text{if } E_i^\text{sto}(t) \geq E_i^\text{buy}(t), \forall t \in T, \\ 0, & \text{otherwise}, \end{cases}$$

where $a_t = 1$ if the microgrid is able to fulfill energy demand from its own sources, and 0 otherwise.

### C. Risk Assessment with Conditional Value-at-Risk (CVaR)

To effectively capture the expected energy shortfall, we consider conditional value-at-risk (CVaR) that can quantify the amount of tail risk for any kind of prediction risk over a specific time frame. In particular, CVaR [12, 63, 64] is able to quantify risk beyond value-at-risk (VaR), and further it is coherent. Moreover, CVaR is capable of checking the assumptions imposed by VaR and capture the extreme risk of forecasting over several domains. CVaR metric is widely used in different field of applications, such as wireless network resource allocation [13], energy trading [65], market investment [64], and so on. In fact, in the case of continuous distributions, the CVaR can effectively discretize the entire risk. Therefore, we characterize the CVaR of energy shortfall for the considered system model in the following section.

Let us consider a $p = 2$ dimensional decision (i.e., store and buy) vector $a_t \in \mathbb{R}^p$ that stands for energy storage and buying decision. Therefore, a set of decision vectors $A_t$ holds the available decision $a_t \in A_t$ at time slot $t$ and the decisions are affected by uncertainties of the energy demand $E_i^\text{dem}(t)$, renewable energy generation $E_i^\text{ren}(t)$, non-renewable generation $E_i^\text{non}(t)$, and storage energy $E_i^\text{sto}(t)$. Considering a $q = 4$ dimensional random vector $s_t \in \mathbb{R}^q$ (i.e., $s_t = (E_i^\text{dem}(t), E_i^\text{ren}(t), E_i^\text{non}(t), E_i^\text{sto}(t)) \in \mathbb{R}^q$, $s_t \in S_t$), where $s_t$ represents state information at time slot $t$ and loss function $\Upsilon(a_t, s_t)$. Since the decision $a_t$ is involved with the characteristics of $s_t$, the energy shortfall (i.e., the gap between demand and supply) is also affected by the uncertainties of $s_t$. Here, we recall the total supplantable energy at time slot $t$ as $E_i^\text{sto}(t) = E_i^\text{gen}(t) + E_i^\text{non}(t) + E_i^\text{sto}(t-1)$ and the loss function (i.e., expected residual) $\Upsilon(a_t, s_t)$ is determined as follows:

$$\Upsilon(a_t, s_t) = \min_{a_t \in A_t} \mathbb{E}_{a_t, s_t} \left[ \sum_{a_t \in A_t} |E_i^\text{dem}(t) - E_i^\text{sto}(t)| \right].$$

To quantify the volatilities of both energy consumption and generation by employing the CVaR risk assessment metric, we characterize energy difference between demand and supply in [13]. In particular, the estimation of energy residual (i.e., surplus/additional energy) [13] depends on the energy store/buying decision that raises a risk toward an efficient energy scheduling of the microgrid-powered MEC network due to the uncertainty of both demand-generation. Additionally, [13] can assist to discretize the risk of energy shortfall from the volatile characteristics of both energy demand and supply (i.e., generation) by capturing absolute difference between them based on the store/buying decision. Therefore, [13] not only captures the energy scheduling gap between MEC energy demand and renewable energy generation but also copes with the store/buying decision.

We characterize the risk of energy shortfall (i.e., $\Upsilon(a_t, s_t)$) by employing CVaR, which catches up with the tail end of energy demand $E_i^\text{dem}(t)$ and generation $E_i^\text{sto}(t)$ (i.e., state $s_t$). For each $a_t \in \mathbb{R}$, the energy shortfall $\Upsilon(a_t, s_t)$ is a random variable and the probability distribution is bounded by the distribution of $s_t$. Thus, the probability distribution of $\Upsilon(a_t, s_t)$ is denoted by $\psi(a_t, s_t)$, where $\psi(a_t, s_t) = P(s_t \in \mathbb{R}: \Upsilon(a_t, s_t) \leq s_t)$. Hence, $\Upsilon(a_t, s_t)$ is continuous in decision $a_t$ and measurable in $s_t$, in which for each decision $a_t$, the expectation of...
energy shortfall belongs to \(\mathbb{E}[|\gamma(a, s_i)|] < \infty\) \cite{63, 64}. Let us consider \(\hat{\xi}\) is a left limit of probability distribution \(\psi(a, \xi)\) at \(\xi\), where \(\psi(a, \hat{\xi}) = P\{s_i \in \mathbb{R} : \gamma(a, s_i) < \xi\}\). Therefore, there exists a probability atom \(\alpha\) in \(\xi\) since \(\psi(a, \xi) - \psi(a, \hat{\xi}) = P\{s_i \in \mathbb{R} : \gamma(a, s_i) = \xi\}\) is positive. In literature \cite{12, 13}, \(\xi \in (\mathbb{E}[\gamma(a, s_i)], \infty)\), the measurement of CVaR is derived from value at risk (VaR) is one of the suitable ways for our scenario, where CVaR is also capable of capturing the shortcoming of VaR by quantifying tail risk of the distribution of possible decisions. We define a confidence range \(\alpha \in (0, 1)\), where any specified probability range \(\alpha \in (0, 1)\) (e.g., empirically used \(\alpha = 0.90\), \(\alpha = 0.95\), or \(\alpha = 0.99\) \cite{63, 64}) and the VaR \(\xi_\alpha(a_i)\) is defined as follows:

**Definition 1.** (VaR \(\xi_\alpha(a_i)\)): The risk of energy shortfall is associated with a decision of \(a_i\) such that \(\xi_\alpha(a_i)\) is \(\min\{\xi \in \mathbb{R} : \psi(a, \xi) \geq \alpha\}\), where value of \(\xi_\alpha(a_i)\) belongs to \(\xi\) since \(\psi(a, \xi)\) is nondecreasing and continuous in \(\xi\). Thus, the value at risk \(\xi_\alpha(a_i)\) for decision \(a_i\) is defined as follows:

\[
\xi_\alpha(a_i) = \arg\min_{\xi \in \mathbb{R}} \psi(a, \xi) \geq \alpha, \tag{14}
\]

where \(\xi_\alpha(a_i)\) determines the value \(\xi\) such that \(\psi(a, \xi) = \alpha\).

To capture the extreme risk of energy shortfall which exceeds from VaR cutoff point, we define CVaR \(\Phi_\sigma(a_i)\) as the expectation of worst outcomes of decision \(a_i\) for \(\alpha \in (0, 1)\) as follows:

**Definition 2.** (CVaR \(\Phi_\sigma(a_i)\)): Considering \(\Phi_\sigma(a_i)\) is the conditional expectation with the energy shortfall associated with the variable \(a_i\), and the energy shortfall is at least \(\xi_\alpha(a_i)\). Thus, the CVaR \(\Phi_\sigma(a_i)\) is defined as follows:

\[
\Phi_\sigma(a_i) = \min_{\xi \in \mathbb{R}} \left[\frac{1}{(1 - \alpha)} \mathbb{E}_{\psi(a, \xi)}[\gamma(a, s_i)]\right], \tag{15}
\]

where the probability of energy shortfall \(\mathbb{P}(\gamma(a, s_i)) \geq P(\xi_\alpha(a_i))\) is equal to \(1 - \alpha\).

To characterize both VaR \(\xi_\alpha(a_i)\) (in Definition 1) and CVaR \(\Phi_\sigma(a_i)\) (in Definition 2) in terms of a function \(H_\alpha(a, \xi)\) on \(A_i \times \mathbb{R}\), we define as follows:

\[
H_\alpha(a, \xi) = \min_{\xi \in \mathbb{R}} \xi + \left[\frac{1}{(1 - \alpha)} \mathbb{E}_{\psi(a, \xi)}[\gamma(a, s_i)] - \xi\right]^{-1}, \tag{16}
\]

where \(\mathbb{E}[\gamma(a, s_i) - \xi]^{-1}\) is positive and as a function of \(\xi\), \(H_\alpha(a, \xi)\) is continuous and differentiable \cite{63, 64}. Therefore, we represent the risk assessment of risk-aware energy scheduling problem as follows:

\[
\min_{\xi \in \mathbb{R}} H_\alpha(a, \xi). \tag{17}
\]

In later section, we will provide an optimization problem for the microgrid controller so that the energy scheduling of the MEC network can be calculated efficiently.

---

2An atom of a probability space is a measurable set that contain positive measure for each event \cite{65, 67}. In other words, values of a random variable are called atoms. \cite{67}. Consider an atom of a probability space is a measurable set \(X\) with positive measure \(P(X)\) then for each subset \(Y \subseteq X\), either \(P(Y) = 0\) or \(P(X) = P(Y)\) \cite{66}. In our case, the difference \(\psi(a, \xi) - \psi(a, \hat{\xi}) = P\{s_i \in \mathbb{R} : \gamma(a, s_i) = \xi\}\) has a jump at \(\xi\), where \(\hat{\xi}\) denotes convergence from the left side to the \(\xi\). Therefore, we can conclude that the probability atom exists at \(\xi\) \cite{12, 63, 64}.
Finally, constraint (18a) ensures that the total storage energy does not exceed the limit of maximum capacity.

Since formulated problem (18) is a mixed-integer programming problem with the corresponding constraints (18a) through (18i), this problem can be reduced to a 0/1 multiple-knapsack problem as a base problem [68], which is NP-Complete [69]. Similar to the 0/1 multiple-knapsack problem, problem (18) is combinatorial in nature, which can be used to determine the feasible energy scheduling of the microgrid; however, the complexity of problem (18) leads to an exponential complexity $O(2^{T \times |R| \times C \times K})$. In fact, constraint (18a) exhibits stochastic properties due to uncertainties in energy consumption and generation. Note that there is no known polynomial algorithm that can solve problem (18) with the optimal results. As a result, we can infer that problem (18) is NP-hard, similar to the multiple-knapsack problems [70].

To obtain a solution of problem (18), we model an $N$-agent stochastic game with multi-agent deep reinforcement learning approaches. This model consists of two parts: 1) a global agent (i.e., critic), and 2) virtual agents (i.e., actors). The global agent works for exploration which guides the virtual agents to correct the policy estimation by aggregating the each virtual agent’s outcome (i.e., observation including current state, reward, action, and next state). Thus, virtual agents learn environment (i.e., $s_t$) in parallel (asynchronous way) and explore with the suggestions (i.e., temporal difference learning) of the global agent. Each virtual agent independently explores and predicts the next state (i.e., from the value functions) of global agent. This mechanism amplifies the learning process with the suggestions (i.e., temporal difference learning) of the global agent (i.e., critic), and 2) virtual agents (i.e., actors). The model consists of two parts: 1) agent stochastic game with multi-agent deep reinforcement learning approaches. This model consists of two parts: 1) a global agent (i.e., critic), and 2) virtual agents (i.e., actors). The global agent works for exploration which guides the virtual agents to correct the policy estimation by aggregating the each virtual agent’s outcome (i.e., observation including current state, reward, action, and next state). Thus, virtual agents learn environment (i.e., $s_t$) in parallel (asynchronous way) and explore with the suggestions (i.e., temporal difference learning) of the global agent. Each virtual agent independently explores and predicts the next state (i.e., from the value functions) of global agent. This mechanism amplifies the learning process with the suggestions (i.e., temporal difference learning) of the global agent.

IV. RISK-AWARE ENERGY SCHEDULING VIA AN $N$-AGENT STOCHASTIC GAME AND MADRL

In this section, first we devise an $N$-agent discounted rewards stochastic game model for the risk-aware energy scheduling problem in (18), where we show that this game has at least one Nash equilibrium thus ensuring an optimal energy scheduling policy. Second, we solve this game using the MADRL based Asynchronous A3C approach. The overall solution approach is shown in Fig. 3 and a detailed discussion of the $N$-agent stochastic game and MADRL-based risk-aware energy scheduling are explained later in this section.

A. $N$-Agent Stochastic Game with MADRL for Risk-Aware Energy Scheduling

First, we convert the objective of risk-aware energy scheduling problem (18) from a loss minimization problem to a reward maximization problem. To do this, we consider a multi-agent reinforcement learning setting with a set of virtual agents $N = \{1, 2, \ldots, N\}$ defined by a set of states $S = \{1, 2, \ldots, S\}$, a set of agent actions $A = \{A_1, A_2, \ldots, A_N\}$, and a set of observations $O = \{O_1, O_2, \ldots, O_N\}$ for each agent [71].

From now on in the entire paper, virtual agents are represented as agents. The state-space at time slot $t$ is redefined by a tuple $s_t := (E_{dem}^{\text{dem}}(t), E_{ren}^{\text{ren}}(t), E_{store}^{\text{store}}(t), P(H_O(a_t, s_t))) \in S$, where $E_{dem}^{\text{dem}}(t), E_{ren}^{\text{ren}}(t), E_{store}^{\text{store}}(t)$, and $P(H_O(a_t, s_t))$ are the energy demand, renewable energy, stored energy, and probability of CVaR, respectively. To calculate $P(H_O(a_t, s_t))$, we use the normal linear model as shown in Algorithm 1. In Algorithm 1, first, we calculate VaR (lines 3 and 4), while satisfying $P(\xi_{a_t}(a_t)) \geq 1 - \alpha$ (constraint (23a)). Second, using the distribution of the calculated VaR, we determine the probability of CVaR $P(H_O(a_t, s_t))$ (lines 5 and 6 in Algorithm 1) and update the state-space-information in line 8. Finally, this algorithm returns the updated state-space (in line 10) for further use. We redefine vector $a_t$ as an action space $a_t \in A$ that is comprised of $(\zeta^1_t, \zeta^0_t)$. Where $\zeta^1_t$ and $\zeta^0_t$ are discrete variables such that $\zeta^1_t$ determines the action regarding energy storage for the microgrid and $\zeta^0_t$ determines the action for energy buying from the main grid at time slot $t$.

The energy store/buying action for each agent $n \in N$ with parameter $\theta_n$ is determined by a stochastic policy $\pi_n$, where $\pi_{o_n} : O_{n} \times A_n \rightarrow [0, 1]$. A state transition function $\Gamma : S \times A_1 \times A_2 \cdot \cdot \cdot \times A_N \rightarrow S$ determines the next state according to policy $\pi_{o_n}$. Each agent $n$ determines the reward as a function of the state and its action $r_n : S \times A_n \rightarrow R$, which is an element of the observation tuple $o_n$ for agent $n$, where $o_n := (s_t, a_t, r_t, s_{t+1})$. This observation correlates with the state space

$$\text{Constraint (18a)}$$
S such that $a_n$: $S \mapsto O_n$. The agent follows a discrete time slot $t \in \{1, 2, \ldots, T\}$, and the objective of the each agent $n$ is to maximize the total expected reward defined by (50).

$$r_n(a_t, s_t) = \max_{a_t \in A_n} E \left[ \sum_{t'=t}^{\infty} \gamma^{t'-t} r_{t'}(a_t, s_t) \right],$$

where $\gamma \in (0,1)$ is a discount factor and each reward $r_t(a_t, s_t) = a_t$ using (12) (i.e., if the microgrid is able to fulfill energy demand from its own sources, and 0 otherwise).

The expectation of the action value function for agent $n$ taking action $a_t$ in state $s_t$ is defined as follows:

$$Q^{\pi_n}(s_t, a_t) = E_{\pi_n} \left[ \sum_{t'=t}^{\infty} \gamma^{t'-t} r_{t'}(a_t, s_t) | s_t, a_t \right],$$

where $\gamma^{t'-t}$ ensures convergence of the action value function $Q^{\pi_n}(s_t, a_t)$ estimation by controlling the discount factor over the infinity time horizon. Thus, the expectation of the state value function for agent $n$ is given below:

$$V^{\pi_n}(s_t) = E_{\pi_n} \left[ \sum_{t'=t}^{\infty} \gamma^{t'-t} r_{t'}(a_t, s_t) | s_t, a_t \right],$$

where the action value function $V^{\pi_n}(s_t)$ is determined by (20). In this case, the environment of the RL problem is non-trivial and in general, the transition probability between the two consecutive states $s_t$ and $s_{t+1}$ (for simplicity, we change the notation of next state from $s_{t+1}$ to $s_{t'}$) with some action is unknown. The model-free reinforcement learning approach is appropriate to learn the dynamics of the problem environment [51]. To solve the RL problem, the goal is to find the optimal policy $\pi_n^*(a_t|s_t)$ for value function (21), where the optimal state value is as follows:

$$V^{\pi_n^*}(s_t) = \max_{a_t \in A} E_{\pi_n} \left[ \sum_{n \in N} r_n(a_t, s_t) + \sum_{t'=t}^{\infty} \gamma^{t'-t} V^{\pi_n^*}(s_{t'}) | s_t, a_t \right].$$

Consequently, problem (18) can be rewritten as follows:

$$\max_{a_t \in A, \pi_n} \sum_{t \in T \in J \in \mathcal{E}} \sum_{k \in K} \Omega_k(t) V^{\pi_n}(s_t),$$

s.t. $P(T(a_t, s_t)) \geq (1 - \alpha)$, (18b) to (18g).

In problem (23), we admit a new constraint $\Omega_k(t)$, for a given probability $\alpha$, state $s_t$ and action $a_t$ this constraint satisfies the CVaR confidence level of loss function $\xi(t)$. Further, $a_t \in A$ and $\pi_n$ are two decision variables, where $a_t$ decides energy storing or buying decision and $\pi_n$ represents the energy scheduling policy with parameters $\theta$. The constraints from (18b) to (18g) remain the same as in problem (18). All though the objective has changed in problem (23), the complexity is the same as the base problem (18). Therefore, we discretize the risk-aware energy scheduling problem (23) using the N-agent stochastic game. The definition of the game is as follows:

**Definition 3. (N-agent Stochastic Game):** An $N$-agent (player) stochastic game $G$ consists of a tuple $(S, A_1, A_2, \ldots, A_N, r_1, r_2, \ldots, r_N, \Gamma)$, where $S$ is the state space, $A_n$ determines the action space of agent $n \in N$, the reward (payoff) is defined by $r_n: S \times A_1 \times A_2 \cdots \times A_N \mapsto \mathbb{R}$, and $\Gamma \mapsto [0, 1]$ is the state transition probability of agent $n$ at state space $S$.

For a state $s_t \in S$ at time $t$, all agents $n \in N$ independently choose their own actions $(a_{1t}, a_{2t}, \ldots, a_{Nt})$ and determine the rewards $(r_1(a_1, s_t), r_2(a_2, s_t), \ldots, r_N(a_N, s_t))$. After that, for a fixed transition probability, the current state $s_t \in S$ transit to the next state $s_{t'} \in S$ and satisfies the following property:

$$\sum_{s_{t'} \in S} P(s_{t'}|s_t, a_{1t}, a_{2t}, \ldots, a_{Nt}) = 1.$$ (24)

In this game, we determine a policy $\pi_{n}, \pi_n$ by updating the parameters $\theta_n$, where for time slot $t$, parameter $\theta_t$ is derived via an N-agent stochastic game $G$, and action value function (20) can be represented as follows:

$$Q^{\pi_n}(s_t, a_t) \approx Q^{\pi_n}(s_t, a_t; \theta_t).$$ (25)

Hence, state value function (22) can be rewritten as follows:

$$V^{\pi_n}(s_t) \approx V^{\pi_n}(s_t; \theta_t).$$ (26)

Moreover, the parameterized policy is represented as follows:

$$\pi_n(a_t|s_t) \approx \pi_n(a_t|s_t; \theta_t).$$ (27)

Thus, if $\pi_{n}$ is the parameterized policy for agent $n$ at current state $s_t$ then the value function can be redefined as follows:

$$V^{\pi_n}(s_t, \pi_n, \pi_{n1}, \ldots, \pi_{nN}) = \max_{a_t \in A} \sum_{t'=t}^{\infty} \gamma^{t'-t} E_{\pi_n} \left[ r_n(a_t, s_t) | O_n \right],$$ (28)

where $O_n = (s_t, \pi_n, \pi_{n1}, \ldots, \pi_{nN}), \forall n \in N$ and policy definition is given as follows:

**Definition 4. (Game Policy):** The policy (strategy) $\pi_n$, of the $N$-agent stochastic game is defined by $\pi_n$: $O_n \times A_n \mapsto [0, 1]$. 4
Here, we consider a stationary policy such that state \( s_t \in \mathcal{S} \) remains unchanged during time \( t \) and the policy is determined by \( \pi_0 = (\pi_{0,1}, \pi_{0,2}, \ldots, \pi_{0,N}) \).

In the \( N \)-agent stochastic game \( \mathcal{G} \), a Nash equilibrium determines a joint strategy, where each agent achieves the best response to the other agents. The policy (strategy) of each agent is defined over time \( t \in \mathcal{T} \) and the definition of policy Nash equilibrium is as follows:

**Definition 5. (Policy Nash Equilibrium):** In game \( \mathcal{G} \), for the state space \( s_t \in \mathcal{S} \), a Nash equilibrium contains a tuple of \( \forall n \in \mathcal{N} \) policies \( (\pi_{0,1}, \pi_{0,2}, \ldots, \pi_{0,N}) \), and for agent \( n \),

\[
V^\pi_0(n, a) \geq V^{\pi_{0,n}}(s_t, \pi_{0,1}, \ldots, \pi_{0,n}, \ldots, \pi_{0,N}).
\] (29)

The \( \pi_0 \) determines optimal state value function, which is equivalent to the Nash equilibrium for an agent \( n \) with the Nash equilibrium policy \( \pi_{0,n} \). A joint policy Nash equilibrium of the \( N \)-agent stochastic game \( \mathcal{G} \) is as follows:

**Definition 6. (Joint Policy Nash Equilibrium):** For a joint policy Nash equilibrium of agent \( n \), the state-action value function is defined over \( (s_t, a_{1,1}, a_{1,2}, \ldots, a_{1,N}) \), where the state-action value function is the sum of agent \( n \)'s current reward addition with future rewards, and is defined as follows:

\[
Q_{\pi_{0,n}}(s_t, a_{1,1}, \ldots, a_{1,N}) = r_n(s_t, a_{1,1}, \ldots, a_{1,N}) + \sum_{s_t', \pi_{2,1}, \ldots, \pi_{N,1} \in \pi} \gamma^{t-1} P(s_t' | s_t, a_{1,1}, \ldots, a_{1,N}) V_{\pi_{0,1}}(s_t', a_{1,1}, \ldots, a_{1,N}).
\] (30)

In \( (\pi_{0,1}, \ldots, \pi_{0,N}) \) determines the joint policy Nash equilibrium. The current reward for agent \( n \) is defined by \( r_n(s_t, a_{1,1}, \ldots, a_{1,N}) \), and the total discounted reward for the space \( s_t \in \mathcal{S} \), with the joint action \( (a_{1,1}, \ldots, a_{1,N}) \) is represented by \( V_{\pi_{0,n}}(s_t, a_{1,1}, \ldots, a_{1,N}) \). As a result, \( \pi_{0,n} \) follows a joint policies (strategies) Nash equilibrium, in which the optimal state-action value (payoff) is determined by all the actions \( (a_{1,1}, \ldots, a_{1,N}) \) from other agents in the state space \( s_t \in \mathcal{S} \). In the multi-agent RL environments, agent \( n \) not only observes its own reward, however also needs to know about the others observations as well. For state-action value function \( Q_{\pi_{0,n}}(s_t, a_{1,1}, \ldots, a_{1,N}) \), the joint policy is determined by \( (a_{1,1}, \ldots, a_{1,N}) \sim \pi_{0}(a_{1,1}, \ldots, a_{1,N}) \). \( s_t = \arg \max Q_{\pi_{0,n}}(s_t, a_{1,1}, \ldots, a_{1,N}) \), where the chosen action represents the action of the original problem [18]. Thus, the game \( \mathcal{G} \) can be decomposed by \( N \)-agent stage game and the definition is as follows:

**Definition 7. (N-agent Stage Game):** The \( N \)-agent (player) stochastic game \( \mathcal{G} \) is represented with an \( N \)-agent stage game \( \mathcal{G} = \{O_n(a_1), M_1(O_2, a_2), \ldots, M_N(O_N, a_N)\}, \forall t \in \mathcal{T}, \) under the state space \( s_t \in \mathcal{S} \). For a single stage, the reward (payoff) of agent \( n \) is determined by \( M_n(O_n, a_1) \) and the reward consists
of dimensionality of the state space, which is convenient for solving our formulated problem [23].

In the A3C method, in order to learn the action value function $Q^\pi_n(s_t, a_t)$, and find the optimal policy $\pi^*_n$ using a deep Q-networks (DQN), the objective is to minimize the loss [72]:

$$L(\theta_n) = \mathbb{E}_{o_n \sim O_n}[(Q^\pi_n(s_t, a_t|\theta_n) - y_t)^2],$$

and the ideal target is represented as follows:

$$y_t = r_t(a_t, s_t) + \gamma \max_{a_t' \in \mathcal{A}} Q^\pi_n(s_{t+1}, a_t'),$$

where $o_n: (s_t, a_t, r_t, s_{t+1})$ is the observation with the current state $s_t$ and $Q^\pi_n(s_t, a_t)$ represents the target value function. Both are important components for achieving a stable DQN learning process and parameters $\theta_n$ are periodically updated with the recent values.

In multi-agent reinforcement learning settings, policy $\pi_n$ is independently updated for each agent $n$ and this non-stationary nature violates the convergence characteristics of the learning process. The observations from the experience cannot be used for the general environment settings. To overcome these challenges, we use a policy gradient method to directly adjust parameters $\theta$ for policy $\pi_\theta$ to maximize the expected reward $\mathbb{E}[r_n]$.

We consider a set of policies $\pi_\theta = \{\pi_{\theta_1}, \pi_{\theta_2}, ..., \pi_{\theta_n}\}$ with the parameter set $\theta = (\theta_1, \theta_2, ..., \theta_n)$ for $N$ agents and the expected return for policy $n$ is defined as follows:

$$J(\theta_n) = \max_{\pi_{\theta_n}} \mathbb{E}[r_n].$$

The gradient of (35) can be defined as follows:

$$\nabla_{\theta_n} J(\theta_n) = \mathbb{E}[\nabla_{\theta_n} \log \pi_{\theta_n}(a_n|o_n) Q^\pi_n(O, a_1, ..., a_N)],$$

where $Q^\pi_n(O, a_1, ..., a_N)$ is the centralized action-value function, $a_1, ..., a_N$ determine all the actions for $N$ agents, and $O$ represents all the observations $O = \{o_1, ..., o_N\}$ for the $N$ agents. The gradient from equation (36) generates high bias and lower variance due to the deterministic observations.

However, this model cannot be directly applied to this risk-aware energy scheduling scenarios because the risk of energy scheduling is highly dependant on uncertainties in both the energy consumption of the MEC networks and the renewable energy generation. To execute this energy scheduling model, we have approximated using $N$ continuous policies $\theta_n$ with respect to the parameters $\theta_n$, such that the policy gradient function can now be presented as follows:

$$\nabla_{\theta_n} J(\theta_n) = \mathbb{E}_{O, a_n \sim M_n} \left[\nabla_{\theta_n} \log \pi_{\theta_n}(a_n|o_n) Q^\pi_n(O,a_1, ..., a_N)|a_n = \theta_n(o_n)\right],$$

where according to Definition 7 $M_n$ represents the experiences for all the agents $(O, O', a_1, ..., a_N, r_1, ..., r_N)$ which includes both the previous and current observations, $O$ and $O'$, respectively. The centralized action value function for all agents can be represented as follows [75]:

$$y = r_n + \gamma Q^\pi_n(O', a_1', ..., a_N')|a'_n = \theta'_n(a'_n),$$

and

$$L(\theta_n) = \mathbb{E}_{O, a_n \sim M_n} \left[\frac{1}{2} (Q^\pi_n(O, a_1, ..., a_N) - y)^2\right],$$

where for parameters $\theta_n$, the set of target polices is determined by $\theta' = \left[\theta_{n1}', \theta_{n2}', ..., \theta_{nN}'\right]$. Therefore, to execute centralized action value function (38), the actions for all agents need to know, whereas the nature of environment is stationary as the policies are changing. In this scenario, we can efficiently learn the other agents’ policies from the observations. Let us consider parameters $\phi$ for each agent $n$ that can maintain an approximation policy $\hat{\theta}_{\phi n}$ from the observed policy $\theta_j$ of agent $j$. Thus, the loss function is defined as follows:

$$L(\phi_n) = -\mathbb{E}_{o_j, a_j} \left[\hat{\theta}^j_n(a_j|o_j) + \beta h(\hat{\theta}^j_n)\right],$$

where $\beta$ is a coefficient for the magnitude of regularization for solving the bias problem and $h(\cdot)$ determines the entropy for the policy distribution $\hat{\theta}$. Now, we can rewrite (39) using this approximation, where $\hat{\theta}'_{\phi}$ determines the target policy networks for the policy $\theta_n$ and redefined as follows [50]:

$$y \approx \hat{y} = r_n + \gamma Q^\pi_n(O', \hat{\theta}'_{\phi}(o_1), ..., \hat{\theta}'_{\phi}(o_N)),$$

Hence, the objective function for the policy $\theta$ looks as follows:

$$L(\phi_n) = \min_{\theta_n, a_j} \mathbb{E}_{o_j, a_j} \left[\frac{1}{2} (Q^\pi_n(O, a_1, ..., a_N) - \hat{y})^2\right],$$

and the policy gradient is as follows:

$$\nabla_{\phi_n} J(\phi_n) \approx \frac{1}{N} \mathbb{E}_{O,a_n \sim M_n} \left[\sum_{n \in N} \nabla_{\phi_n} \log \pi_{\phi_n}(a_n|o_n) \nabla_{a_n} Q^\pi_n(O, a_1, ..., a_N)|a_n = \phi_n(o_n)\right].$$

The Adaptive Moment Estimation (ADAM) optimizer has been widely used for function approximation [76]. This method employs both first and second moments of the gradients and computes the individual adaptive learning rates for different batches of observations with different parameters. Hence, the first and second moment of gradients from (42) are as follows:

$$\epsilon_t^w = v_1 \epsilon_t^w + (1 - v_1) \nabla^w L(\phi_n),$$

$$v_t^w = \epsilon_t^w + (1 - v_2)(\nabla^w L(\phi_n))^2,$$

where $v_1$ and $v_2$ are the decay rates. As a result, the ADAM optimizer can compute a bias correction (hyper-parameters correction) for both first and second order moments before a weight change calculation. This is important for the first few steps of training to tackle biasness. Thus, the corrected bias estimation functions are as follows:

$$\epsilon_t^w = \frac{\epsilon_t^w}{1 - (v_1)^t},$$

$$v_t^w = \frac{v_t^w}{1 - (v_2)^t},$$
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Algorithm 2 Risk-Aware Energy Scheduling MADRL Model Based on Asynchronous Advantage Actor-Critic (A3C)

Input: \( s_t = (E_{\text{dem}}(t), E_{\text{ren}}(t), E_{\text{sto}}(t), P(H_n(a_t, \xi))) \in S \)

Output: Trained Model: \( \text{madrl} \)

Initialization: all agents \( N, \gamma, \ell, \maxEpisodes, T, \) DQN

1: for Until: \( \maxEpisodes \) do
2: Constraints: (18b), (18c) and (18d)
3: for \( \forall t \in T \) do
4: Constraints: (18e) and (18g)
5: Initialization: \( o_n = (s_t, a_t, r_t, s_{t+1}) \in O_n \)
6: for Until: \( \forall n \in N \) do
7: \( L_{\phi_n}(s_t) = \frac{1}{\gamma} \mathbb{E}_{a_t \sim \pi(a_t | s_t)} \left[ Q^\pi_n(s_t, a_t | \theta_n) - y_t \right] \) in eq. (33) do
8: Calculate: \( \max_{a_t \in A} \sum_{t'=0}^{\infty} \gamma^{t'-t} \mathbb{E}_{\pi_{n,t}} \left[ r_t(a_t, s_t) | O_n \right] \) in eq. (28)
9: Using: eq. (49), (50), and (51)
10: Action: \( a_t \sim \pi_n(a_t | s_t) \)
11: Receive: \( o_n = (s_t, a_t, r_t, s_{t+1}) \)
12: Evaluate: \( L(\phi_n) \) using eq. (42)
13: Calculate: \( \nabla_{\phi_n} J(\phi_n) \) using eq. (43)
14: Update: \( \theta_n = \theta_n + \nabla_{\theta_n} J(\theta_n) \)
15: end for
16: Update: \( \phi_n = \phi_n + \nabla_{\phi_n} J(\phi_n) \)
17: Calculate: \( \nabla_{\theta_n} J(\theta_n) \) using eq. (37)
18: end for
19: Append: \( o_t \in O \)
20: Update: Policy \( \pi_{\theta_n} \), Value \( V^{\pi_{\theta_n}}(s_t) \)
21: end for
22: Update MADRL model: \( \text{madrl} \)
23: end for
24: return \( \text{madrl} \)

where the bias correction for first and second moments are determined by (46) and (47), respectively. Therefore, the weight change \( \Delta w_t \) of \( L(\phi_n) \) is defined follows:

\[
\Delta w_t = -\ell \frac{\hat{\phi}_t}{\sqrt{\hat{\phi}_t^2 + \kappa}},
\]

where \( \ell \) is the learning rate and a very small value of \( \kappa \) prevents division by zero. As a result, the updated weight for the next time slot \( t' \) is as follows:

\[
w_{t'} = w_t + \Delta w_t.
\]

To design shared neural networks for the proposed multi-agent A3C model for risk-aware energy scheduling, we use a rectified linear unit (ReLU) activation function (27), which is able to handle nonlinearity and provides good approximations for various combinations of nonlinearity at a smaller computational cost. The ReLU activation function is defined as follows:

\[
f(a_t) = \max(0, a_t),
\]

where, \( a_t \) is the action for energy storage and buying. To determine the output from the neural networks, in this model we use the Softmax activation function (19), which is appropriate for a cross-entropy cost function (40). This function has the properties of a negative log probability and a very large gradient, which is suitable for estimating the gradient (43) of problem (23). The Softmax function is defined as follows:

\[
P(a_t) = \frac{L(\phi_n(t))/\pi}{\sum_{\forall \theta \in P} L(\phi_n(t))/\pi},
\]

where \( L(\phi_n) \) is the cost function from (42), \( \tau \) determines the temperature parameter, and \( P \) is the number of activated neurons. For a large value of \( \tau \) near to zero and a lower value of \( \tau \) provides the highest expectation of the action probability \( P(a_t) \) (tends to 1).

The proposed risk-aware energy scheduling MADRL model in Algorithm 2, which is run by the microgrid controller. Additionally, the microgrid controller receives the necessary information regarding energy demand of each time slot intervals of the MEC network from the MBS. Therefore, this algorithm verifies constraints from (18b) to (18g) (represents as (235) in problem (23)) from lines 2 to 5, where line 2 ensures constraints (18b), (18c) and (18d). Line 5 provides an assurance of binary decision (storing/buying) \( a_t \in \{0,1\} \) for each time slot \( t \) in the time horizon \( T \). The DQN of the proposed MADRL is developed through lines 7 to 15, where each agent \( n \) (the actor) calculates the loss (33) (in line 7) using the DQN and evaluates and critic (42) (in line 12) to update the gradient of the loss function (43) (in line 13). Therefore, the weight of local policy updates in line 16 and the gradient of the global agent (37) is determined in line 17. Finally, the observation of each time slot \( o_t \) is appended into the observational set \( O \) (in line 19) and updates the parameterized policy \( \pi_{\theta_n} \) and value \( V^{\pi_{\theta_n}}(s_t) \) (in line 20) for the further use of the MADRL model. Hence, Algorithm 2 provides a risk-aware energy scheduling MADRL model (in line 24) for the microgrid-powered MEC network.

The convergence of Algorithm 2 is discretized via \( \gamma \)-agent RL settings, where we consider an action space \( a_{tn} \in A \) with two actions \( \xi^t_n \) and \( \xi^t_n \) at time slot \( t \). To determine the gradient step, we use a probabilistic model, where the gradient step moves toward the correct direction and decreases exponentially with an increasing number of agents. We investigate the convergence via the following Proposition:

**Proposition 2.** Consider an unknown environment with state space \( s_t \in S \) with \( N \) agents such that all agents are initialized...
an equal probability of $\frac{1}{2}$ for the binary actions, $P(a_n = \zeta_1) = \theta_n = \frac{1}{2}, \forall n \in N$, where $r_n(a_1, \ldots, a_N) = 1|(a_1 = \cdots = a_N)$. If we estimate the gradient $\hat{V}_{a_n}J(\theta_n)$ of the cost function (35), then we get the following relationship with the true gradient $\nabla_{\theta_n}J(\theta_n)$:

$$P\left((\hat{V}_{a_n}J(\theta_n), \nabla_{\theta_n}J(\theta_n)) > 0\right) \propto \left(\frac{1}{2}\right)^N.$$ (52)

[See Appendix B].

Proposition 2 justifies that for a single observation the proposed multi-agent risk-aware energy scheduling model achieves convergence, which implies that this model is able to converge toward the multiple observations.

To forecast the risk-aware energy scheduling of the microgrid-powered MEC network, we propose Algorithm 2 where this algorithm uses the trained model of Algorithm 2. In Algorithm 2, line 2 decomposes the trained MADRL model for the current state $s_t$. An action (buying/storing) $a_{t'}$ is taken through the lines 3 and 4 for the next state $s_{t'}$ (energy scheduling) forecasting. Line 5 determines the next state information $s_{t'}$ based on the action $a_{t'}$, which includes the MEC energy demand $E_{\text{dem}}(t')$, renewable energy generation $E_{\text{ren}}(t')$, storage energy $E_{\text{sto}}(t')$, and the CVaR risk for the next time slot $t'$.

We analyze CVaR and make a reflection on the learning model. To do this, we generate the state-space in such a way that the distribution of CVaR is considered. Therefore, we calculate CVaR by applying a normal distribution and embed it into state information before anticipating the learning model, where the computational complexity belongs to $O(L^3)$. In order to accelerate the learning process with a low complexity deep learning model, we design a policy network in shared neural networks (weight sharing) manner among the virtual agents and global agent. The goal of all virtual agent $N$ is always the same and the policy gradient increases linearly with respect to the number of iteration (i.e., the total number of weight $\theta_n$ updates in each time slot $t$). Thus, the overall computational complexity of the policy networks leads to $O(|S|^3|A||N|)$, where a single virtual agent complexity goes in $O(|S|^3|A|)$ since learning time is decreasing at a rate $O\left(\frac{1}{\sqrt{t}}\right)$, $\forall n \in N$. The experimental analysis and insightful discussion of the risk-aware energy scheduling are given in the later section.

### V. EXPERIMENTAL ANALYSIS AND DISCUSSION

In this section, we evaluate the proposed model using extensive experimental analyses. We implement the risk-aware energy scheduling model via Python, along with TensorFlow APIs. We run the simulated model using a core i7 processor with a speed of 2.6 GHz along with 8 GB of RAM as a microgrid controller.

To evaluate this model, we used the well-known UMass solar panel dataset [15] for renewable energy generation information, as well as the CRAWDAD nyupoly/video dataset [14], for estimating the energy consumption of the MEC networks. In particular, we use UMass solar panel dataset [15] as microgrid energy generation since solar panels are installed in the same geographical location [82]. We consider the network parameters are same as the dataset in [14]. Further, we divided both datasets into 70% and 30% for training and testing, respectively [7]. In addition, we possess both datasets to extract the state-space information $s_t := (E_{\text{dem}}(t), E_{\text{ren}}(t), E_{\text{sto}}(t), P(H_a(a_t, s_t))) \in S$, where we determine the value of $P(H_a(a_t, s_t))$ using Algorithm 1 and Table II describes the important parameters of the experiment setup. To the best of our knowledge, the literature does not provide similar analogy of the risk-aware energy scheduling for microgrid-powered MEC networks. However, to provide more concrete results [7] we compared our proposed MADRL model with single agent A2C and random-agent A3C model as baseline models. In particular, we choose neural advantage actor-critic (A2C) [83], [84] and asynchronous advantage actor-critic (A3C) based random-agent deep reinforcement learning (DRL) framework [50] as two baselines to provide a fair and effective comparison analysis with the proposed multi-agent A3C model. In which, neural A2C plays the role of a single-agent (i.e., centralized) solution and the random-agent A3C model is considered as a distributed scheme, where we have deployed the same neural architecture and setting with the proposed A3C-based MADRL model. In fact, we have proposed the model in such a way that the decision of energy store/buying comes from the current state. Therefore, neural A2C (i.e., single agent), and random-agent A3C are capable of playing the role of strong baselines for effective and fair comparison of the proposed MADRL model. Thus, the learning environment of neural A2C [83], [84] encompasses the entire energy environment (i.e., state information) of the considered microgrid-powered MEC network. Meanwhile, the random-agent A3C can find its own policy by centralized training with decentralized execution, where the environment (i.e., state information) remains the same for all of the random agents. Additionally, we have compared a tail-risk of the

---

**TABLE II: Summary of Experiment Setup**

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of SBSs</td>
<td>10</td>
</tr>
<tr>
<td>No. of servers in each SBS</td>
<td>5</td>
</tr>
<tr>
<td>No. of CPU cores in one server</td>
<td>4 with 1.2 GHz [78], [79]</td>
</tr>
<tr>
<td>No. of solar units</td>
<td>40 [15]</td>
</tr>
<tr>
<td>Task sizes</td>
<td>40 [15],1546900 bytes [14]</td>
</tr>
<tr>
<td>One time slot $t$</td>
<td>15 minutes [7]</td>
</tr>
<tr>
<td>No. of tasks request at each SBS</td>
<td>[1,10000] [7]</td>
</tr>
<tr>
<td>CVaR confidence levels</td>
<td>[90%, 95%, 99%]</td>
</tr>
<tr>
<td>Maximum number of episodes</td>
<td>1000</td>
</tr>
<tr>
<td>No. of agents $N$</td>
<td>[4, 8, 10]</td>
</tr>
<tr>
<td>Learning rate $t$</td>
<td>10$^{-4}$</td>
</tr>
<tr>
<td>Discount factor $\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>No. of hidden layers and neurons</td>
<td>25, 100</td>
</tr>
</tbody>
</table>

---

3In this work, we have shown the experimental results based on the accuracy performance metric of the proposed model from the dataset. If we consider high capacity MEC hosts (i.e., range of 3.3 GHz to 20 GHz) [55], [85]–[88] in the experimental environment, the proposed model still can perform energy consumption estimation for that MEC hosts without any side-effect. Moreover, the numerical value of the energy consumption will be changed based on Thermal Design Power (TDP) and other parameters of the MEC host. The training and testing performance of the proposed multi-agent model will remain the same due to the execution of model without any internal/algorithmic changes. In fact, we only need to provide the new dataset as an input for those MEC hosts.
A. MADRL-based Risk-Aware Energy Scheduling Training Validation

In order to validate the training model, first we analyze the convergence of the proposed MADRL Algorithm 2 and compare it with the single agent A2C and random-agent A3C models. Training scores and losses for the single agent A2C (cross mark with a dashed line), random-agent A3C (diamond mark with a dotted line), and proposed multi-agent asynchronous A3C (circle mark with a solid line) models are shown in Fig. 5. Reward in Fig. 5a illustrates the convergence of proposed model with higher score than the other two models. In Fig. 5a at the beginning of training, single-agent (deep actor-critic) has achieved higher score than the multi-agent due to the less variation among the training dataset. In particular, when the randomness appears for the input dataset, the training score of the single-agent model gradually decreases. In fact, due to the less variation among the exploration and exploitation of the single-agent model, it cannot infer the uncertainty when an energy environment (i.e., generation and consumption) is unknown. On the other hand, in case of multi-agent, at the beginning of training it achieves lower reward than a single agent model due to the more variation among exploration and exploitation by each agent. In general [18], [19], single-agent mechanism is not capable of choosing an action for the best policy due to limited information and the single-agent reinforcement learning only optimizes the action policy for itself only. However, by changing the environment this method cannot cope with an unknown environment due to the diversity. In our proposed model, each agent learns action policy based on diverse feedbacks from the other agents as well as its own state-space. In particular, the global agent (i.e., critic) of the proposed MADRL A3C model can optimize a decision toward the best energy scheduling policy for the microgrid-powered MEC network. Fig. 5b shows that from episodes 601 to 1000 the average losses of the single-agent deep RL (A2C), random agent deep RL (A3C) and proposed multi-agent A3C-based deep reinforcement learning methods are 3.92, 3.84, and 3.58, respectively. In particular, the proposed MAMRL method achieves 9.52% and 7.28% less training loss as compared to single-agent and random-agent models, respectively, between training episodes 601 and 1000. Further, Fig. 5b shows that the more fluctuation of the training losses for the single-agent and random-agent models occur between episodes 751 and 800, in which the percentage of training losses for a single agent and random agent models are 12.53% and 12.96%, respectively. However, the training loss of the proposed model is 0.78% between episodes 751 and 800. As a result, the training losses (in Fig. 5b) of the proposed model is more stable than the others when an energy environment is changing due to uncertain energy generation and demand by the microgrid-powered MEC network.

Second, we present the training validation errors of the proposed MADRL model along with the other two baseline models in Fig. 6. We consider two performance metrics, Root Mean Square Error (RMSE), and Relative Squared Error (RSE) [89] that can efficiently justify the validation error for a discrete outcome of the training model like our action

![Fig. 5: Illustration of training scores (i.e., rewards) and losses for 95% CVaR confidence.](image)

![Fig. 6: Training validation error analysis for the proposed risk-aware energy scheduling for 95% CVaR confidence.](image)
Fig. 7: Risk-aware energy scheduling training model validation with 95% CVaR confidence for one day with a 15-minute time-slot.

Fig. 8: Confusion matrix testing with 95% CVaR confidence for model test validation.

Third, we illustrate one-day energy scheduling with a 15-minute duration time slot for training model validation (in Fig. 7) with a 95% CVaR confidence level, in which the action selection accuracy for the energy storing and buying decision of the proposed model gain around 97%, which is a feasible outcome in terms of training validation. However, the single agent and random agents models have accuracies of 82% and 67%, respectively. Although the number of training episodes (1,000) is the same for all of the three models. Further, the random agent model cannot make the right decision with respect to energy storage due to more variation among the energy demand and generation over the time slots during the testing. Therefore, the random agent model cannot handle uncertain energy environment when demand and generation random over time. Thus, the proposed MADRL model achieves a higher accuracy than that the others due to the nature of information (observations) sharing among the agents of Algorithm 2.
Fig. 9: Receiver operating characteristic (ROC) curve for test validation with 95% CVaR confidence.

Fig. 10: Risk-aware energy scheduling model testing using CVaR confidence levels of 90%, 95%, and 99%.

B. MADRL-based Risk-Aware Energy Schedule Testing Validation

To illustrate the performance of the trained model, first we analyze the confusion matrix and receiver operating characteristic (ROC) as shown in Fig. 8 and Fig. 9, respectively. Fig. 8 represents the confusion matrix of test result validation with 95% CVaR confidence, where the proposed model makes 9% incorrect decision to determine the energy buying action (in Fig. 8). However, both the single-agent (in Fig. 8) and random-agents (in Fig. 8) models choose 12% of incorrect actions for energy buying decision. On the other hand, in the case of storing decisions of the random-agents model, all (100%) are incorrect decisions. Thus, confusion matrix (in Fig. 8) illustrates the significant perform gain of the proposed MADRL model under nondeterministic environment of microgrid-powered MEC networks. In Fig. 9, the random-agent A3C encompasses below 50% for energy storing/buying decisions, while the single agent A3C covers around 91% area of the ROC curve. However, the proposed model captures...
around 96% of the area in the ROC curve, which assures that the proposed model performs significantly better than the other models.

Second, we validate the forecasting accuracy of Algorithm 3 where Fig. 10 demonstrates the action selection of the one-day energy supply plan with a 15-minute duration for CVaR confidence levels of 90%, 95%, and 99%. This figure illustrates that the testing accuracy is 92%, 96%, and 92% for CVaR confidence levels of 90%, 95%, and 99%, respectively. Fig. 11 illustrates the overall energy profiling of the considered microgrid-powered MEC network using the proposed model for 24 hours. In particular, Fig. 11 represents the total amount of energy consumption forecasting using CVaR confidence levels of 90%, 95%, and 99%. Further, Fig. 11 also presents the energy forecast for renewable and stored energy, respectively. The negative values of the stored energy are determined by the amount of energy that needs to be bought from the main grid at that time slot. To this end, the difference between forecasted and actual energy is negligible (in Fig. 11), since for 95% CVaR confidence the forecasting accuracy achieves around 96%.

Finally, we investigate the tail of the CVaR in Fig. 12 of the proposed risk-aware energy scheduling model. We analyze two types of distribution, the first is normal and the second is the student’s t-distribution. The normal CVaR distribution is represented as blue dashed line, where we observe CVaR values of 4.72%, 5.65%, and 7.46% with confidence levels of 90%, 95%, and 99% (zoomed-in part in Fig. 12, respectively. Consequently, the student’s t-distribution (red dotted line) achieves CVaR values of 4.65%, 5.60%, and 7.50% with the confidence levels of 90%, 95%, and 99% (zoomed-in part in Fig. 12, respectively. This analogy infers that the differences in CVaR values are very small between the two distributions, which validates the proposed risk-aware energy scheduling model under uncertainties. Additionally, this model significantly reduces the risk of energy shortfall of the microgrid-powered MEC network.

VI. CONCLUSIONS

In this paper, we have introduced a conditional value-at-risk based energy scheduling model for a microgrid-powered MEC network using an N-agent stochastic game. We have mitigated the issue of volatilities for both the wireless network’s energy consumption and the microgrid generation while considering uncertainties between demand and supply. Furthermore, we have achieved a joint policy Nash equilibrium, which determines the optimal energy scheduling policy of the proposed model. We solve this model by applying a multi-agent deep reinforcement learning approach, where we have admitted a shared neural networks with the asynchronous advantage actor-critic algorithm, thus ensuring high-accuracy energy scheduling with fast execution. Our extensive experimental results demonstrate a significant performance gain of the proposed approach, with this model providing up to 96% accurate energy scheduling with 5.65% risk for a 95% CVaR confidence level, as compared with the single-agent and random-agents A3C models. Finally, our experimental results have established a risk-aware sustainable MEC network with respect to energy consumption and generation.

APPENDIX A

PROOF OF PROPOSITION 11

Proof. For agent $n$, policy $\pi_n^*$ is the best response for the equilibrium responses from all other agents. The agent $n$ is unable to improve reward (payoff) $V^{\pi(n)}(s_t, \pi_n^*)$ by deviating from policy $\pi_n^*$. Using (30), we can write the following:

$$V^{\pi(n)}(s_t, \pi_n^*) \geq \tau_n(s_t, a_{t1}, \ldots, a_{tN}) + \sum_{s'_t \in S_t} \gamma^{t-t} P(s_t' | s_t, a_{t1}, \ldots, a_{tN}) V^{\pi(n)}(s'_t, \pi_n^*, \ldots, \pi_{n-1}^*, \pi_{n+1}^*, \ldots, \pi_N^*).$$

(53)
Therefore, according to Definition 1 the N-agent (player) stochastic game $G$ is a multi-periods stage game, which has the properties of a joint strategy Nash equilibrium. Now, using (52), we have

$$V^{\pi_{n_0}}(s_t, r_{n_0}^*) = \theta_{\theta_0} \theta_{\theta_0} M_n(O_n, a_t). \quad (54)$$

Equation (54) implies the inequality of (52), which shows that $\pi_{n_0}$ is the equilibrium point of single-stage game and is denoted as follows:

$$V^{\pi_{n_0}}(s_t, r_{n_0}^*) \geq \hat{\theta}_{\theta_0} \theta_{\theta_0} M_n(O_n, a_t), \forall \theta_{\theta_0} \in \hat{\theta}_{\theta_0} (A_n). \quad (55)$$

**APPENDIX B**

**PROOF OF PROPOSITION 1**

**Proof.** Here, we can write the probability of action $a_n$ at time slot $t$ as follows:

$$P(a_n) = \theta_{\theta_0}^n (1 - \theta_{\theta_0})^{1-a_n} = a_n \log \theta_n + (1 - a_n) \log(1 - \theta_n). \quad (56)$$

Now, for a single sample the policy gradient estimator is defined as follows:

$$\frac{\partial}{\partial \theta_n} J(\theta_n) = \frac{\partial}{\partial \theta_n} \log P(a_1, \ldots, a_N) \quad (57)$$

$$= r_n(1, \ldots, a_N) \frac{\partial}{\partial \theta_n} \sum_{n \in \mathcal{N}} a_n \log \theta_n + (1 - a_n) \log(1 - \theta_n)$$

$$= r_n(1, \ldots, a_N) \frac{\partial}{\partial \theta_n} (a_n \log \theta_n + (1 - a_n) \log(1 - \theta_n))$$

$$= r_n(1, \ldots, a_N) (\frac{a_n}{\theta_n} - (1 - a_n) \frac{1}{1 - \theta_n})$$

$$= r_n(1, \ldots, a_N) (2a_n - 1), \text{ for } \theta_n = \frac{1}{2}$$

Now, the expected reward for the $N$ agents is defined by $E[r_n] = \sum_{n \in \mathcal{N}} r_n(1, \ldots, a_N)$, and using $r_n(1, \ldots, a_N) = 1\left[(a_1 = \cdots = a_N)\right]$, we get $E[r_n] = \left(\frac{1}{2}\right)^N$. Therefore, the expectation of the gradient estimation is $E\left[\frac{\partial}{\partial \theta_n} J(\theta_n)\right] = \frac{\partial}{\partial \theta_n} J(\theta_n) = \left(\frac{1}{2}\right)^N$. The variance of the estimated gradient can be calculated as follows:

$$\mathbb{V} \left[ \frac{\partial}{\partial \theta_n} J(\theta_n) \right] = \mathbb{E} \left[ \left( \frac{\partial}{\partial \theta_n} J(\theta_n) \right)^2 \right] - \left( \mathbb{E} \left[ \frac{\partial}{\partial \theta_n} J(\theta_n) \right] \right)^2$$

$$= \left(\frac{1}{2}\right)^{2N} - \left(\frac{1}{2}\right)^{2N}$$

$$= \left(\frac{1}{2}\right)^{2N} \quad (58)$$

From (52), we can analyze $P((\hat{\theta}_{\theta_0} J(\theta_n), \nabla_{\theta_0} J(\theta_n)) > 0)$ and get

$$P((\hat{\theta}_{\theta_0} J(\theta_n), \nabla_{\theta_0} J(\theta_n)) > 0 = \left(\frac{1}{2}\right)^N, \text{ which implies that the gradient step moves in the correct direction and decreases exponentially with an increasing number of agents.}$$
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