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Abstract—Federated Learning is a new learning scheme for collaborative training a shared prediction model while keeping data locally on participating devices. In this paper, we study a new model of multiple federated learning services at the multi-access edge computing server. Accordingly, the sharing of CPU resources among learning services at each mobile device for the local training process and allocating communication resources among mobile devices for exchanging learning information must be considered. Furthermore, the convergence performance of different learning services depends on the hyper-learning rate parameter that needs to be precisely decided. Towards this end, we propose a joint resource optimization and hyper-learning rate control problem, namely MS-FEDL, regarding the energy consumption of mobile devices and overall learning time. We design a centralized algorithm based on the block coordinate descent method and a decentralized JP-miADMM algorithm for solving the MS-FEDL problem. Different from the centralized approach, the decentralized approach requires many iterations to obtain but it allows each learning service to independently manage the local resource and learning process without revealing the learning service information. Our simulation results demonstrate the convergence performance of our proposed algorithms and the superior performance of our proposed algorithms compared to the heuristic strategy.

Index Terms—Federated Learning, resource allocation, multi-access edge computing, decentralized optimization.

I. INTRODUCTION

Nowadays, following the great success of Machine Learning (ML) and Artificial Intelligence (AI) applications, there are more and more intelligent services that have transformed our lives. This progress has been drastically elevated by the ubiquity of device-generated data that is available to the service operator and stronger computing power at cloud data centers and mobile devices. Recently, the deployment of MEC servers at the edge networks has been acknowledged as one of the key pillars to revolutionize mobile communication by assisting cellular base stations with low latency computing capability. When compared to cloud datacenter, the machine learning training process can be done at the mobile edge network with the help of multi-access edge computing (MEC) servers, resulting in lower communication latency for exchanging learning information. Therefore, these enablers unlock the full potential of edge ML applications for the vision of truly intelligent next-generation communication systems in 6G [1]. However, the ML applications raise a privacy concern in the data collection for training purposes. In many ML applications (e.g., Crowdtracker [2], Waze Carpool [3], etc.), users are required to share their sensitive personal information (i.e., user location, user identity, user photos, etc.) to the server. Furthermore, uploading a massive amount of data throughout radio access links or the Internet to the cloud data centers is costly. Hence, the strong computation capabilities of the increasingly powerful mobile devices empower the local inference and fine-tuning of Deep Neural Networks (DNNs) model on device without sending their training data to the server [4], [5]. On the other hand, using solely the personalized local data could lead to the overfitting problem of the local training models. Thus, sharing the local learning model parameters among user equipments (UEs) equip to build up a generalized global model is the primary idea of a brand-new ML scheme, namely federated learning [6]–[8]. The deployment of this learning scheme at the edge networks brings up latency and transmission cost reduction by sending the weight parameters of local learning models to the MEC server instead of sending device-generated data to the cloud and enhances the user privacy compared to the conventional centralized training [9]. Inevitably, the federated learning scheme is one of the vital enablers to bring edge intelligence into reality.

In the typical federated learning scheme, the actual training process is decentralized as each UE constructs a local model based on its local dataset. Then a shared global model is updated at the server by aggregating local learning weight parameters from all UEs such as gradient, and learning weight parameters. After that the updated global model is broadcast back to UEs. As an example, the work of [6] has provided the simplest form of a federated learning algorithm in which the learning parameters of the global model are averaged from local ones at UEs. However, the performance of this learning scheme at the edge networks firmly depends on
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Fig. 1: Multiple Federated Learning services model.

According to the essential deployment of multiple federated learning services, the computation resources necessarily are shared among these services for the local training while the communication resources are shared among mobile devices for exchanging learning information from different services. Moreover, the performance of learning services depends on the learning parameters that need to be precisely decided regarding the resource allocation cost and the overall learning time. In this paper, we study the under-explored problem - the shared computation, communication resource allocation, and the learning parameter control for multiple federated learning services coexisting at the edge networks.

In Fig. 1, we depict the system of multiple federate learning services where a Federated Learning Orchestrator (FLO) at the MEC server is in charge of the computation and communication resource management, controls the hyper-learning rate parameter of learning services and operates these federated learning services. Accordingly, FLO performs two main processes as follows:

**Resource allocation process**: In this work, we consider the flexible CPU sharing model such as the CPU frequency sharing among virtual machines or containers to perform the local learning updates. Since those virtual instances often require a high deployment cost, we consider the pre-allocating CPU strategy for different services. To capture the trade-off between the energy consumption of mobile devices and overall learning time, we propose a resource optimization problem, namely MS-FEDL that decides the optimal CPU frequency for each learning service and the fraction of total uplink bandwidth for each UE. As shown in Fig. 1, computing (i.e., CPU cycles) and communication (i.e., bandwidth) resources are shared among learning services and UEs, respectively. In addition to resource allocation, it also controls the hyper-learning rate of learning services such as the relative accuracy of the local learning problem at the UEs.

**Federated learning process**: After the shared computation and communication resources allocation, FLO performs the federated learning process iteratively according to the following steps: training local model, transmitting local learning update, receiving global model from FLO, updating the global model, and broadcasting the global model to UEs until the convergence is observed.

In order to provide an efficient approach for the resource allocation and learning parameter control of multiple federated learning services, in this work, we develop the problem design and analysis for FLO, which can be summarized as follows:

- In Section III, we first propose a resource-sharing model for multiple learning services. Then, we pose the resource allocation and learning parameter control problem for FLO to manage multiple learning services with the MS-FEDL problem, which is in the form of a multi-convex problem.
- In Section IV, we develop both centralized and decentralized approaches to solve the MS-FEDL problem. Specifically, we first propose a centralized algorithm based on block coordinate descent framework that provides a quick scheme by decoupling the global problem into three subproblems such as CPU allocation, bandwidth allocation, and hyper-learning rate decision subproblems. After that, we develop a decentralized approach based on the JP-miADMM algorithm which allows each learning service to independently manage the resource allocation, local learning process and cooperatively operate under the management of FLO. Although the decentralized approach requires many iterations to convergence, it provides a more flexible and scalable method for resource allocation without revealing the learning service information.
- In Section V, we provide extensive numerical results to demonstrate the convergence performance of the proposed algorithms. Moreover, we present the performance gain of our proposed algorithms when compared with the heuristic strategy. Finally, we present the conclusions in Section VII.

II. RELATED WORKS

Many attempts on distributed training over multiple machines have recently given rise to research on decentralized
machine learning [11], [13], [14]. However, most of the algorithms in these works are designed for machines having balanced and i.i.d. data, and is connected to high-throughput networks in data centers. With a different scheme, Federated Learning (and related on-device intelligence approaches), which has attracted much attention recently [6], [7], [15]–[19], exploits the collaboration of mobile devices that can be large in number, slow and/or unstable in Internet connections, and have non-i.i.d. and unbalanced data locally. In the simplest form of a federated learning algorithm (i.e., FedAvg [6]), the authors provide a simple mechanism of averaging the updated learning parameters of the local model using local data at individual UEs. On the other hand, CoCoA+ [17] provides a general framework under a strong theoretical convergence analysis, in which the local learning problem of UEs is transformed into dual problems and can be solved by any arbitrary solvers. Different from CoCoA+ framework, in our recent work [20], we develop a new federated learning algorithm, namely FEDL that uses an additional Bregman divergence in the learning objective [21] to encourage the local model being close to the global model. Most of these existing works aim to provide the learning algorithms that focus on learning performance and providing the theoretical convergence analysis. However, for the practical deployment in mobile edge networks, a resource allocation problem for federated learning service needs to be carefully designed to manage the computation and communication resources. Furthermore, it is important to control the learning parameters by considering energy consumption and learning time convergence. The work of [11] introduced this type of problem for the distributed gradient descent analysis, in which the authors propose a control algorithm that determines the best trade-off between local updates and global parameter aggregation to minimize the loss function under a given resource budget.

In our previous work [10], [20], we propose a resource allocation problem among UEs and the hyper-learning rate control of learning services in the wireless environment regarding the computation, communication latency, UE energy consumption, and the heterogeneity of UEs. In this paper, we study the extensive design for multiple federated learning services that co-exist at the edge networks with the change in the sharing of bandwidth allocation based on OFDMA instead of transmission power control in our previous work. Also, we consider the additional broadcast time, extra communication overhead, and the time for averaging operation at the edge server. Furthermore, both resource allocation and learning processes can be controlled by a FLO at the MEC server which performs the resource allocation in the centralized or decentralized approaches and is being an aggregator for the global learning update. For the centralized solution approach, the MS-FEDL problem is bi-convex and we adopt the alternative minimization algorithm to provide a solid approach that can help the subproblems of the MS-FEDL problem can be solved by arbitrary convex solvers. When all services from the same owner such as multiple deep learning models can be deployed together and provide better performance mobile vision systems in [4], [5], this approach can be sufficient to provide an efficient resource allocation mechanism in which the sharing of service information in the MS-FEDL problem is not an issue. However, the centralized approach will be limited when scaling up to a large number of users and require the sharing of all information among services. To resolve these problems, we develop another flexible decentralized solution approach based on the combination of multi-convex and parallel setting of ADMM. The conventional ADMM algorithm can be applied in convex problem [22], and later extended to parallelly solve subproblem with JP-ADMM [23]. Recently, the new analysis for the convergence of the multi-convex ADMM problem [24]. To the best of our knowledge, the combination of these two extended algorithms for ADMM hasn’t applied in other works as in our decentralized approach. Our decentralized approach can be useful for independent service providers such as multi-tenant FL services that use the common shared resources from the third-party edge provider. The decisions can be made by each service and shared with FLO only without revealing the learning service information (i.e., dataset information, exchange local updates information between UEs and the MEC server, the number of CPU cycles for each UE to execute one sample of data).

### III. Multi-Service Federated Learning at the Edge

#### A. Federated Learning Algorithm Design

In this subsection, we summarize our recent federated learning algorithm design according to [20] as in the detail of Algorithm 1. Accordingly, in the typical setting of federated learning for a general supervised learning problem, given a sample data \( \{(x_i, y_i) \in D \) with input \( x_i \in \mathbb{R}^d \), the learning task is required to train the model parameter \( w \) to predict the correct label \( y_i \) by minimizing the loss function \( f_i(w) \).

The training data at UEs can be the usage information or sensing data from the integrated sensors. Different from the conventional centralized learning, the dataset of the federated learning scheme is distributed over a set of \( N \) UEs where each participating UE \( n \) collects training data samples and stores a local dataset \( D_n \) such that

\[
D = \bigcup_{n=1}^{N} D_n, \quad \bigcap_{n=1}^{N} D_n = \emptyset.
\]

The local loss function of the learning problem using the local dataset of UE \( n \) is defined as

\[
F_n(w) := \frac{1}{|D_n|} \sum_{i \in D_n} f_i(w).
\]
**Assumption 1.** The local loss function $F_n(\cdot)$ is $L$-smooth and $\beta$-strongly convex, $\forall n$, respectively, as follows, $\forall w, w'$:

$$
F_n(w) \leq F_n(w') + \langle \nabla F_n(w'), w - w' \rangle + \frac{L}{2} \| w - w' \|^2
$$

$$
F_n(w) \geq F_n(w') + \langle \nabla F_n(w'), w - w' \rangle + \frac{\beta}{2} \| w - w' \|^2,
$$

where $\langle x, x' \rangle$ denotes the inner product of vectors $x$ and $x'$ and $\| \cdot \|$ is Euclidean norm. These strong convexity, smoothness assumptions are also used in [25], and satisfied in popular ML problems such as $l_2$-regularized linear regression model with $f_i(w) = \frac{1}{2}(x_i, w - y_i)^2 + \frac{\mu}{2} \| w \|^2, \forall y_i \in \mathbb{R}$, and I-regularized logistic regression with $f_i(w) = \log(1 + \exp(-y_i(x_i, w))) + \frac{\beta}{2} \| w \|^2$, $\forall y_i \in \{-1, 1\}$. Accordingly, we denote $\rho := \frac{L}{\beta}$ as the condition number of $F_n(\cdot)$’s Hessian matrix.

Then, the global loss function of the global learning problem is as follows

$$
\min_w F(w) := \sum_{n=1}^N |D_n|^{-1} F_n(w). \tag{2}
$$

Accordingly, the global learning model can be obtained by solving the global problem (2) using an iterative update process at the server and UEs in the federated learning scheme. These updates perform alternatively within a number of global rounds (i.e., $K_g$) that consists of four following steps at one global round as

- **S1. Local Training:** Every UE needs to train a local model by using the local training data $D_n$.  
- **S2. Upload local model:** UEs transmit the local learning model and global gradient updates to the server.  
- **S3. Update global model:** The global model is constructed based on the weights parameters of local models at the server.  
- **S4. Broadcast global model:** The updated global model and gradient are broadcast to all UEs.

**Local Training at UEs:** According to [20], instead of solving the local objective in the equation (1), the surrogate problem is solved to attain the local model $w_n^t$ for each global round $t$ as follows

$$
\min_w J_n^t(w) := \frac{1}{|D_n|} \sum_{\omega \in D_n} F_n(w; \omega) + \eta \tilde{F}(w|w^{t-1}), \tag{3}
$$

where $D_n$ denotes the Bregman divergence [21] of $F_n(\cdot)$

$$
D_n(w, w^{t-1}) := F_n(w) - F_n(w^{t-1}) - \langle \nabla F_n(w^{t-1}), w - w^{t-1} \rangle;
$$

$\tilde{F}(w|w^{t-1})$ denotes the first-order approximation of the global function $F(\cdot)$ at $w^{t-1}$

$$
\tilde{F}(w|w^{t-1}) := F(w^{t-1}) + \langle \nabla F(w^{t-1}), w - w^{t-1} \rangle;
$$

and $\eta > 0$ is the weight that balances between two objectives which is also our controlled learning parameter. The Bregman divergence is the generalized distance between the local model solution $w$ and the latest global model parameter $w^{t-1}$ (e.g., square Euclidean distance) that is widely applied in machine learning applications, statistics, and information geometry [21]. Thus, the local model at UEs can be constructed by minimizing the surrogate objective with the approximated loss function minimization such that its parameters is close to the latest global model parameter $w^{t-1}$. Then the equivalent local learning problem is derived as follows

$$
\min_w J_n^t(w) =: F_n(w) + \langle \eta \nabla F(w^{t-1}) - \nabla F_n(w^{t-1}), w \rangle.
$$

Since it is usually difficult to obtain the optimal solution in the learning problem (4), UEs is required find a (possibly weak) solution $w_n^t$ instead. As an analogy from the definition for the relative accuracy in [14], [26] for the approximation, the local weight parameters at all UEs satisfy

$$
\| \nabla J_n(w_n^t) \| \leq \theta \| \nabla J_n(w^{t-1}) \|, \forall n, \tag{5}
$$

where the relative local accuracy $\theta \in (0, 1)$ is common to all UEs. This parameter also defines the quality of the approximation solutions when solving the local learning problem (3), in which $\theta = 0$ the optimal solution is obtained, while $\theta = 1$ we have no progress (i.e., $w_n^t = w^{t-1}$). Since the objectives $J_n^t(w) = F_n(\cdot)$ have the same Hessian matrix, $J_n^t(w)$ is also $\beta$-strongly convex and $L$-smooth. Accordingly, the gradient descent (GD) method is reasonable to solve (4) and requires $K_l$ number of local iterations to achieve the accuracy $\theta$-approximation of the solution.

$$
w_{n}^{k+1} = w_{n}^{k} - h_k \nabla J_n(w_{n}^{k}), \tag{6}
$$

where $h_k$ is a learning rate. Note that each UE holds a small portion of samples, i.e., $D_n \ll D, \forall n$. In case of large $D_n$, mini-batch SGD can be used to alleviate the computation burden on UEs, but the convergence rate will be different. We assume that the generated convergent sequence $(w_{n}^{k})_{k \geq 0}$ for the local model satisfying a linear convergence rate [27] as follows

$$
J_n^t(w_{n}^{k}) - J_n^t(w_{n}^{*}) \leq c(1 - \gamma)^k (J_n^t(w_0) - J_n^t(w_{n}^{*})), \tag{7}
$$

where $w_n^*$ is the optimal solution of the local problem (4), and $c$ and $\gamma \in (0, 1)$ are constants depending on $\rho$.

**Lemma 1.** With Assumption 1 and the assumed linear convergence rate (7) with $w_0 = w^{t-1}$, the number of local rounds for solving (3) to achieve a $\theta$-approximation condition (5) is

$$
K_l = \frac{2}{\gamma} \log \frac{C}{\theta}, \tag{8}
$$

where $C := cp$.

**Global model updates at the server:** Considering a synchronous federated learning scheme, the global model parameter is then updated by aggregating the local model parameter $w_n^t$ from all UEs as follows

$$
w^t = \sum_{n=1}^N |D_n|^{-1} w_n^t. \tag{9}
$$

This updated global model is then broadcast along with $\nabla F(w^t)$ to all UEs (line 5) to all UEs. The convergence of the global problem (2) is achieved by satisfying

$$
F(w^t) - F(w^*) \leq \epsilon, \forall t \geq K_g, \tag{10}
$$
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where $\epsilon > 0$ is an arbitrarily small constant, $w^*$ is the optimal solution of the problem (2). The algorithm enhances data privacy by exchanging learning information only rather than the local training data. The convergence analysis for FEDL is developed in [20].

**Theorem 1.** With Assumption 1, the convergence of the FEDL algorithm is achieved with linear rate

$$F(w^0) - F(w^*) \leq (1 - \Theta)^k(F(w(0)) - F(w^*)),$$

where $\Theta \in (0, 1)$ is defined as

$$\Theta := \frac{\eta(2(\theta - 1)^2 - (\theta + 1)\theta(3\eta + 2)\rho^2 - (\theta + 1)\eta\rho^2)}{2\rho((1 + \theta)^2\eta^2\rho^2 + 1)}.$$  

(12)

**Corollary 1.** The number of global rounds for FEDL to achieve the convergence satisfying (10) is

$$K_g = \frac{1}{\Theta} \log \left( \frac{F(w(0)) - F(w^*)}{\epsilon} \right),$$

(13)

We show the detail proofs of Lemma 1, Theorem 1, and Corollary 1 in our prior work [20]. Note that the convergence of FEDL can always be obtained by setting sufficiently small values of both $\eta$ and $\theta \in (0, 1)$ such that $\Theta \in (0, 1)$. Thus, $\Theta \in (0, 1)$ is only the sufficient condition, but not the necessary condition, for the convergence of FEDL. Thus, there exist possible hyper-parameter settings such that FEDL converges but $\Theta \not\in (0, 1)$. Even though the convergence of FEDL is only applicable to strongly convex loss (e.g., linear regression problem) in theory, we show that FEDL also empirically works well in the non-convex case with CNN learning models. The further convex and non-convex learning models and design of the FEDL algorithm were profoundly analyzed in our prior work [20].

**Learning Time Model:** According to the convergence analysis of the federated learning algorithm, we obtain the convergence rate and the global rounds depend on the hyper-learning rate $\eta$ and the relative accuracy of the local learning problem $\theta$ as in Corollary 1. Therefore, the total learning time can be defined in the general form as follows

$$\text{TIME}(\eta, \theta) = K_g(\Theta) \times (c + T(\theta)),$$

(14)

where $c$ is the one round of communication time, $T(\theta)$ is the required time to obtain the relative accuracy $\theta$ of the local learning algorithm, and $K_g(\Theta)$ is the required number of global rounds in the equation (12) and the $\Theta$ is defined in the equation (12). In a common setting of many federated learning frameworks [6], [18], the number of local iterations is often fixed for each UE, thus, the remaining control parameter is the hyper-learning rate $\eta$ that affects to the number of global rounds. Accordingly, we substitute the constants and get the simplified form as follows

$$K_g(\Theta) = \frac{A}{\Theta};$$

$$\Theta = \frac{\eta(2(\theta - 1)^2 - (\theta + 1)\theta(3\eta + 2)\rho^2 - (\theta + 1)\eta\rho^2)}{2\rho((1 + \theta)^2\eta^2\rho^2 + 1)},$$

$$= \frac{C\eta - D\eta^2}{2\rho(B\eta^2 + 1)},$$

(15)

where

$$A := \log \left( \frac{F(w(0)) - F(w^*)}{\epsilon} \right) > 0,$$

$$B := (1 + \theta)^2\rho^2,$$

$$C := 2(\theta - 1)^2 - (\theta + 1)\theta\rho^2,$$

$$D := \rho^2(\theta + 1)(3\theta + 1).$$

**B. Multi-Service Sharing Model**

In this paper, we consider a multi-service federated learning scheme with one Federated Learning Orchestrator (FLO) at the MEC server and a set $\mathcal{N}$ of $N$ UEs as shown in Fig. 1. Each participating UE $n$ stores a local data set $D_{s,n}$ with size $D_{s,n}$ for each federated learning service $s$. Then, we can define the total data size of a service $s$ by $D_s = \sum_{n=1}^{N} D_{s,n}$. The CPU resource of each UE is consumed to perform the local learning problem in (4) for each service $s$ by using the local data. Therefore, it is crucial to share the CPU resource of each UE amongst the local learning problems of multiple services efficiently. After the local training, all UEs upload their updated local model parameters to the MEC server by using the wireless medium. Hence, it is also important to efficiently share the communication resource (i.e., bandwidth) among the UEs. At the MEC server, FLO is deployed to manage computation (i.e., CPU) and communication resources sharing among learning services and UEs. In addition to resource allocation, FLO also controls the hyper-learning rate of learning services.

**1) Local Computation Model:** We denote the required number of CPU cycles for each UE to execute one sample of data belong to service $s$ by $c_s$, which can be measured offline [28]. The required CPU cycles are directly proportional to the number of samples in the local dataset. Since all samples \{$(x_i, y_i) \in D_{s,n}$\} have the same size (i.e., number of bits), the number of CPU cycles required for UE $n$ to run one local iteration of learning service $s$ is $c_s D_{s,n}$. The allocated CPU-cycle frequency for the service $s$ is denoted by $f_{s,n}$. Then the

<table>
<thead>
<tr>
<th>Var</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>Index denoting FL service</td>
</tr>
<tr>
<td>$n$</td>
<td>Index denoting participating UE</td>
</tr>
<tr>
<td>$D_{s,n}$</td>
<td>The size of local dataset of the service $s$ at UE $n$</td>
</tr>
<tr>
<td>$c_s$</td>
<td>The number of CPU cycles required to process 1 bit of data sample of the service $s$</td>
</tr>
<tr>
<td>$E_{s,n}$</td>
<td>The energy consumption of service $s$ at UE $n$ to compute one local iteration</td>
</tr>
<tr>
<td>$T_{com}$</td>
<td>The energy consumption of service $s$ at UE $n$ to transmit the local updates</td>
</tr>
<tr>
<td>$\eta_s$</td>
<td>The size of local information updates of the service $s$</td>
</tr>
<tr>
<td>$\Theta_s$</td>
<td>The number of local iterations of service $s$</td>
</tr>
<tr>
<td>$K_g(\Theta_s)$</td>
<td>The number of global rounds using FEDL</td>
</tr>
<tr>
<td>$C_s$</td>
<td>The total cost of the learning service $s$</td>
</tr>
<tr>
<td>$f_{s,n}$</td>
<td>The hyper-learning rate $\eta_s$ using FEDL</td>
</tr>
<tr>
<td>$f_{s,n}$</td>
<td>The allocated CPU-cycle frequency for service $s$ at UE $n$</td>
</tr>
<tr>
<td>$\omega_n$</td>
<td>The allocated fraction of the uplink bandwidth for UE $n$</td>
</tr>
</tbody>
</table>
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energy consumption of UE $n$ to compute one local iteration for learning service $s$ can be expressed as follows

$$E_{s,n}^{cmp} = \sum_{i=1}^{c_s D_s n} \frac{\beta_n}{2} f_{s,n}^2 = \frac{\beta_n}{2} c_s D_s n f_{s,n}^2,$$

where $\beta_n/2$ is the effective capacitance coefficient of UE $n$’s computing chipset. In addition, the computation time per local iteration of the UE $n$ for a service $s$ is $\frac{c_s D_s n}{f_{s,n}}$. Using a synchronous federated learning scheme, local training time for one local iteration of the learning service $s$ is the same with the computation time of the slowest UE as

$$T_{s}^{cmp} = \max_{n \in N} \frac{c_s D_s n}{f_{s,n}} + \tau_s^n,$$

where $\tau_s^n$ is the extra overhead to access memory. We denote the vector of $f_{s,n}$ by $f_s \in \mathbb{R}^n$.

2) Communication Model: After processing the local learning problem, UEs need to exchange the local information to FLO on a shared wireless medium via a multi-access protocol (i.e., OFDMA). Therefore, the achievable transmission rate (bps) of UE $n$ on the given the allocated fraction $w_n$ of the total uplink bandwidth $B_{ul}$ is defined as follows:

$$R_{s,n}^{ul}(w_n) = w_n B_{ul} \log_2 \left( 1 + \frac{h_n p_n}{N_0} \right),$$

where $N_0$ is the background noise, $p_n$ is the transmission power, and $h_n$ is the channel gain of the UE $n$. Since the dimensions of local models and global gradient updates in line 4 of the Alg. 1 are fixed for all UEs, the data size (in bits) of local information updates does not change and is denoted by $v_s$ for each learning service $s$. Thus, uplink transmission time of each UE $n$ for a service $s$ is

$$\tau_s^{ul}(w_n) = \frac{v_s}{R_{s,n}^{ul}(w_n)}.$$

In addition, the downlink broadcast delay should be taken into account to transmit the global changes to all users using the downlink bandwidth $B_{dl}$ as follows

$$\tau_s^{dl} = B_{dl} \log_2 \left( 1 + \frac{h_{bn} P_n}{N_0} \right).$$

Since the global information and the local information has the same size $v_s$, then, the downlink transmission time for the updated global information is $\tau_s^{dl} = \frac{v_s}{R_{s,n}^{ul}(w_n)}$. Thus, the downlink of the service $s$ is $\tau_s^{dl} = \max_{n \in N} \tau_s^{ul}(w_n)$.

Accordingly, the communication time of a learning service $s$ consisting of the uplink transmission time and downlink transmission time is defined as

$$T_s^{com} = \max_{n \in N} \tau_s^{ul}(w_n) + \tau_s^{dl} + \tau_s^{ex},$$

where $\tau_s^{ex}$ is the extra communications overhead during the transmission (e.g., establishing TCP connection) and assumed to be random constants for each FL service communication.

Furthermore, the energy consumption for the uplink communication of UE $n$ for the service $s$ is defined as

$$E_{s,n}^{com} = p_n \tau_s^{ul}(w_n).$$

3) Global Round Model: As aforementioned in subsection II.A, we have the number of global rounds and the number of local iterations are $K_g(\Theta)$ and $K_{l,s}$, respectively. Then, the running time of one global round of the learning service $s$ includes local learning time and transmission time which is defined as follows

$$T_s^g(T_{s}^{cmp}, T_{s}^{com}) := T_s^{com} + T_s^{avg} + K_{l,s} T_s^{cmp},$$

where $T_s^{avg}$ is the computation time of the averaging operation. Since the simple averaging operation can be performed very quickly with strong computation capabilities of the edge server and the size of local updates information (i.e., local learning model, global gradient updates) are the same for every global round, $T_s^{avg}$ is assumed to be small constant for each service $s$.

Furthermore, in one global round of each service $s$, the total energy consumption of all UEs for learning and uplink transmission is expressed as follows

$$E_s^g(f_s, w) := \sum_{n=1}^{N} E_{s,n}^{com} + K_{l,s} E_{s,n}^{cmp}.$$

Finally, the total cost of a learning service $s$ is defined as

$$C_s := K_g(\Theta_s) \left( E_s^g(f_s, w) + \kappa_s T_s^g(T_{s}^{cmp}, T_{s}^{com}) \right),$$

where $\kappa_s$ is the trade-off between running time and the energy consumption of UEs that needs to be minimized.

C. Problem formulation

Since the learning services jointly occupy the shared CPU resource in each UE, and the shared uplink bandwidth resource to upload the weight parameters of local models. Thus, FLO takes a role to manage these shared resources and controls the hyper-learning rate of learning services. To minimize the running time cost and the energy consumption of UEs, we propose the multi-service Federated Learning optimization problem for FLO, MS-FEDL, as follows

$$\min_{f_s, w, \theta} \sum_{s \in S} K_g(\Theta) \left( E_s^g(f_s, w) + \kappa_s T_s^g(T_{s}^{cmp}, T_{s}^{com}) \right)$$

s.t. \sum_{s \in S} f_s = f_{tot}, \forall n \in N, \text{(Shared CPU)} \quad (24)

\sum_{n \in N} w_n = 1, \text{(Shared Bandwidth)} \quad (25)

f_s \geq f_{s, min}, \forall s \in S, \forall n \in N, \quad (26)

w_n \geq w_{min}, \forall n \in N, \quad (27)

0 < \Theta_k < 1; \eta_k > 0, \forall s \in S, \text{(Learning parameters)} \quad (28)

T_{s}^{cmp} \geq \frac{c_s D_s n}{f_{s,n}} + \tau_s^{ex}, \forall s \in S, \forall n \in N, \quad (29)

T_{s}^{com} \geq \tau_s^{ul}(w_n) + \tau_s^{dl} + \tau_s^{ex}, \forall s \in S, \forall n \in N, \quad (30)$$

where $f_{tot}$ is the total CPU frequency of UE $n$. The main decision variables include the allocated CPU frequency (i.e., $f := \{f_s\}$) for each service $s$ at UE $n$, the allocated fraction (i.e., $w := \{w_n\}$) of total uplink bandwidth for each UE $n$, and the relative accuracy (i.e., $\theta := \{\theta_s\}$) of the local
learning problem at UEs. According to the constraints in (26), (27), all of the learning services and UEs are required to be allocated at least the minimum amount of CPU frequency and bandwidth to train and upload the learning parameters of local model. Besides, the auxiliary variables \( T_{s\text{cmp}} \) is the computational time of one local iteration, and \( T_{s\text{com}} \) is the uplink transmission time which depends on \( f \) of the learning parameters in the UE. Lastly, the constraint (25) provides the feasible ranges of the learning parameters in the FEDL algorithm for each learning service.

IV. SOLUTIONS TO MS-FEDL

A. Centralized Approach

Even though the MS-FEDL problem is non-convex, we later show the specific form of this problem is bi-convex [30]. The convexity proofs of subproblems are shown in the appendices. For solving this type of problem, we adopt the popular technique, Block Coordinate Descent (BCD) algorithm [30]. The block coordinate descent method cyclically solves the optimization problem for each block of variables while fixing the remaining blocks at their last updated values by following the Gauss-Seidel update scheme. In the MS-FEDL problem, there are two blocks of variables such as block of \( \theta \) and block of \( f, w \). The detail of the centralized algorithm is shown in Algorithm 2.

Given the fixed values \( \hat{f}, \hat{w} \) for the resource allocation variable block \( f, w \) and the corresponding computation, communication time \( T_{s\text{cmp}}, T_{s\text{com}}, \) the total cost for each learning service \( s \) (i.e., \( \hat{C}_s := E^g(\hat{f}, \hat{w}) + \kappa_s T_{s\text{cmp}}(T_{s\text{cmp}}, T_{s\text{com}}) \)), we have the learning parameter decision problem as follows:

**SUB1-c:** **Learning Parameter Decision Problem**

\[
\begin{align*}
\text{min.} & \quad \sum_{s \in S} K_g(\Theta_s)\hat{C}_s \\
\text{s.t.} & \quad 0 < \Theta_s < 1, \forall s \in S, \\
& \quad \eta_s > 0, \forall s \in S,
\end{align*}
\]

where \( \eta := \{\eta_s\} \). In \( K_g(\Theta_s), \Theta_s \) are the functions of the hyper-learning rate \( \eta_s \) and it is defined in the equation (15). However, the hyper-learning rate decision subproblem SUB1-c can be decentralized for each learning service \( s \) without any coupling among services in the constraints. Thus, each service \( s \) can make the decision independently by solving the following decentralized subproblem.

**SUB1-d:** **Decentralized Learning Parameter Decision**

\[
\begin{align*}
\text{min.} & \quad K_g(\Theta_s)\hat{C}_s \\
\text{s.t.} & \quad 0 < \Theta_s < 1, \\
& \quad \eta_s > 0.
\end{align*}
\]

**Lemma 2.** There exists a unique solution \( \theta^* \) of the convex problem SUB1-d satisfying the following equation:

\[
\eta_s^* = \frac{-D + \sqrt{D^2 + 4BC^2}}{2BC},
\]

where the relative accuracy of the local learning problem sufficient small and closed to 0.

Accordingly, we provide the proof for Lemma 2 in the appendix section. In addition, Fig. 2 illustrates the convexity of the SUB1-d subproblem for three learning services. The optimal solutions are obtained by using Lemma 2 and marked as the circles which are also the lowest values of the objective curves. As an observation, both high and low values of the hyper-learning rate \( \eta \) cause a higher number of global rounds \( K_g \) and higher total cost for each learning service.

According to Lemma 2, the optimal hyper-learning rate solutions do not depend on the total cost for each learning service \( \hat{C}_s \). Thus, the optimal solution of this problem is independent to the other decisions. Then, given the optimal learning parameter \( \eta^* \) and the corresponding \( \Theta_s^* \), the problem can be decomposed into two independent sub-problems for CPU frequency allocation and bandwidth allocation as follows:

**SUB2-c:** **CPU Allocation Problem**

\[
\begin{align*}
\text{min.} & \quad \sum_{s \in S} K_i(s, K_g(\Theta_s^*))(\sum_{n \in N} \beta_n c_n D_{s,n} f_{s,n}^2 + \kappa_s T_{s\text{cmp}}) \\
\text{s.t.} & \quad T_{s\text{cmp}} \geq \frac{c_s D_{s,n}}{f_{s,n}} + \tau_{s,n}, \forall s \in S, \forall n \in N, \\
& \quad \sum_{s \in S} f_{s,n} = f_{n,\text{tot}}, \forall n \in N, (\text{Shared CPU}) \\
& \quad f_{s,n} \geq f_{s,n,\text{min}}, \forall s \in S, \forall n \in N,
\end{align*}
\]

where \( T_{s\text{cmp}} := \{T_{s\text{cmp}}\} \). This problem decides a number of CPU frequency for each learning service at UEs.

**SUB3-c:** **Bandwidth Allocation Problem**

\[
\begin{align*}
\text{min.} & \quad \sum_{s \in S} K_g(\Theta_s^*)(\sum_{n \in N} \rho_n \tau_{s,n}(w_n) + \kappa_s T_{s\text{com}}) \\
\end{align*}
\]
B. Decentralized Approach

In addition to the centralized algorithm, we develop a decentralized algorithm, which leverages the parallelism structure for subproblems update of Jacobi-Proximal ADMM [23] into the multi-convex ADMM framework [24], namely JP-miADMM. Since the original form of multi-convex ADMM using the conventional Gauss-Seidel scheme does not allow solving the CPU allocation subproblem independently, the integrated Jacobi-Proximal ADMM form provides the parallelism structure for this subproblem. The JP-miADMM algorithm consists of two procedures, such as primal update which can be independently solved by each service $s$ and dual update takes the role of a coordinator from the solutions of learning services. Note that in the following primal subproblems of JP-miADMM, the objectives comprise the additive norm-$2$ terms which are the augmented term that originally is introduced in ADMM and proximal term in Jacobi-Proximal ADMM. These two updates are performed iteratively until the convergence condition is obtained. In this algorithm, we introduce the dual variables $v, y,$ and the auxiliary variable $z$ that are used in the next subproblems. The detail of the decentralized algorithm is shown in Algorithm 3 by alternatively updating the primal variables, primal residual and dual variables until the convergence conditions in line 14 are obtained. Specifically, the first condition is the condition of CPU allocation based on the Frobenius norm of allocation matrix $f$ while the second one is based on the vector norm of bandwidth allocation solution $w^n$.

Since the optimal hyper-learning rate decision (i.e., $\eta^*$) is obtained independently according to the closed-form in Lemma 2 for each learning service, the JP-miADMM algorithm consists of an iterative process on the shared CPU and bandwidth allocation as follows.

1) Primal Update: In the primal update, each service $s$ solves iteratively its CPU allocation, bandwidth allocation, and hyper-learning rate decision subproblems.

**Algorithm 3 Decentralized algorithm for MS-FEDL**

1. FLO updates the information of learning service requirement, UE resources;
2. Each learning service $s$ computes $\eta^*_s$ from Lemma 2;
3. Initialize $k = 1, f^{(1)}, w^{(1)}$;
4. repeat
5. Primal update:
6. for learning service $s \in S$ do
7. Compute $f_s^{(k+1)}$ from SUB2-d problem given $\eta^*_s, f^{(k)}$;
8. Compute $w_s^{(k+1)}$ from SUB3-d problem given $\eta^*_s, z^{(k)}$;
9. Dual update:
10. Update the global consensus bandwidth allocation $z^{(k+1)}$ in the equation (34);
11. Update primal residual in the equation (35), (36);
12. Update dual variable in the equation (37), (38);
13. $k = k + 1$;
14. until $\|f^{(k+1)} - f^{(k)}\|_F \leq \epsilon_1, \|z^{(k+1)} - z^{(k)}\| \leq \epsilon_2$.
and the consensus constraint (33). This transformation is commonly used to handle global consensus variables in ADMM framework [22].

\[
\begin{align*}
\min_{T_{s}^{\text{com}}, w, z} & \sum_{s \in S} K_f(\Theta_s) \left( \sum_{n \in N} \rho_n \tau_{s,n}^u (w_{s,n}) + \kappa T_{s}^{\text{com}} \right) \\
\text{s.t.} & \quad T_{s}^{\text{com}} \geq \tau_{s,n}^u (w_{s,n}) + \tau_{s,n}^d + \tau_{s,n}^c, \forall s \in S, \forall n \in N, \\
& \quad \sum_{n \in N} w_{s,n} = 1, \forall s \in S, \forall n \in N, \\
& \quad w_{s,n} \geq w_{\min}, \forall s \in S, \forall n \in N, \\
& \quad w_{s,n} = z_n, \forall s \in S, \forall n \in N. 
\end{align*}
\]

(33)

Accordingly, each service \( s \) decides the allocated bandwidth \( w_{s}^{(k+1)} \) by solving individually its subproblem as follows

\[
\begin{align*}
\text{SUB3-d: Decentralized Bandwidth Allocation} \\
\min_{T_{s}^{\text{com}}, w_s} & \quad K_f(\Theta_s) \left( \sum_{n \in N} \rho_n \tau_{s,n}^u (w_{s,n}) + \kappa T_{s}^{\text{com}} \right) \\
& \quad + \nu(k) T (w_{s} - z(k)) + \frac{\rho_2}{2} \| w_{s} - z(k) \|^2 \\
\text{s.t.} & \quad T_{s}^{\text{com}} \geq \tau_{s,n}^u (w_{s,n}) + \tau_{s,n}^d + \tau_{s,n}^c, \forall n \in N, \\
& \quad \sum_{n \in N} w_{s,n} = 1, \forall n \in N, \\
& \quad w_{s,n} \geq w_{\min}, \forall n \in N, \\
\end{align*}
\]

where \( w_s := \{w_{s,n}\} \).

The optimal solution of these convex problems can be easily obtained by using a convex solver (i.e., IpOpt solver [31]).

2) Dual Update: After independently updating the resource allocation, hyper-learning rate decision for each learning service, the dual update is performed to coordinate these solutions and update the dual variables for the next iteration. We first update the global consensus variable \( z_n \) of the allocated bandwidth for each UE as follows

\[
(z_n^{(k+1)} = \frac{1}{|S|} \sum_{s \in S} (w_{s,n}^{(k+1)} + (1/\rho_2) \nu_s^{(k+1)}), \forall n \in N. 
\]

(34)

**Update primal residual:**

\[
\begin{align*}
r_1^{(k+1)} &= \sum_{s \in S} f_s^{(k+1)} - f_{\text{tot}}, \\
r_2^{(k+1)} &= w_{s}^{(k+1)} - z^{(k+1)},
\end{align*}
\]

(35) (36)

where \( r_1, r_2 \) is the vector of \( N \) devices.

**Update dual variable:**

\[
\begin{align*}
y_s^{(k+1)} &= y_s^{(k)} + \rho_1 r_1^{(k+1)}, \\
\nu_s^{(k+1)} &= \nu_s^{(k)} + \rho_2 v_s^{(k+1)},
\end{align*}
\]

(37) (38)

where \( y := \{y_n\}, \nu_s := \{\nu_{s,n}\} \).

Using JP-miADMM, FLO needs Management Aggregator and a particular module for each learning service. First, each FL learning service module performs CPU allocation, bandwidth allocation, and hyper-learning rate decision then sends the CPU and bandwidth allocation decision to Management Aggregator and then running the aggregation process for variable \( z \), primal residual, and dual variables. This process iteratively performs until the convergence condition is achieved. Then, the resource allocation solutions and the decision of the hyper-learning rate are sent to the UEs that participate in the learning process. The whole process of the algorithm deployment is illustrated in Fig. 4. In the MEC server, each service can run its own virtual instance to manage the resource allocation and learning aggregator. Although the decentralized approach requires many iterations to convergence, it provides a more flexible and scalable approach for the resource allocation without revealing the learning service information (i.e., dataset information, the learning weight parameters exchange between UEs and the MEC server, the number of CPU cycles for each UE to execute one sample of data). The decisions can be made by each service and shared with FLO only.

Note that the chosen parameters \( \rho_1, \rho_2 \) in the augmented and proximal terms could affect the convergence performance of the decentralized approach. Furthermore, for a particular global convex problem with additional running conditions,
JP-ADMM obtains $o(1/k)$ convergence rate according to Theorem 2.2 in [23], where $k$ denotes the number of iterations. Specifically, $\|x^k - x^{k+1}\|_M = o(1/k)$ where $x^k$ is the primal solution at the iteration $k$ and $M_k$ is defined in [23]. Accordingly, the gaps between updated primal variables become gradually smaller throughout the iterative updates and the solutions converge toward the optimal ones. Conventionally, for a global convex problem, JP-ADMM converges faster than the dual decomposition method [23] but still requires a higher number of iterations compared to Gauss-Seidel ADMM as shown in the simulation results of [32]. For the multi-convex case, miADMM can guarantee the global convergence to the Nash point (i.e., stationary point) with the convergence rate $o(1/k)$ [24]. In the next section, we provide numerical results for the convergence performance and the efficiency of the proposed algorithms.

V. PERFORMANCE EVALUATION

A. Numerical Settings

In this work, we assume that three learning services are deployed at the edge networks. Moreover, 50 heterogeneous UEs are positioned within the coverage area of the base station to participate in the federated learning system. Similar to our prior works [10], [20], we consider that the channel gain between the base station and the UE follows the exponential distribution with the mean $g_0(d_0/d)^4$ where $g_0 = -40$ dB, the reference distance $d_0 = 1$ m between BS and UEs. Here, the actual distance $d$ between the UEs and the base station is uniformly generated between $[2, 50]$ m. Furthermore, the uplink system bandwidth $B = 20$ MHz is shared amongst UEs, the Noise power spectral is $10^{-10}$ W, and the transmit power of UEs and BS are 10 W and 40 W, respectively. In this work, we assume that the size of the uploaded local model and downloaded global model is the same and it is set to $v_n \in \{100, 200, 300\}$ KB for each service.

For the local training model at UEs, we first set the training data size of UEs in each learning service following a uniform distribution in $10 - 20$ MB. The maximum computation capacity (i.e., CPU frequency) at each UE is uniformly distributed between $[1, 2]$ GHz. The required CPU cycles $r_n$ to train one bit of data at the UE for each learning service is $f_{sub} = 0.1$ GHz. We consider that the effective capacitance coefficient is the same for all UEs as $\beta_n = 2 \cdot 10^{-28}$ and the trade-off parameter $\kappa_n$ is set to 0.2. For the federated learning parameters, we set $L = 1$, $\beta = 0.5$, $\gamma = 1$, and $\epsilon = 1$. Then, the relative accuracy of the local problem at UEs for each service is $\theta \in \{0.07, 0.06, 0.05\}$. This setting reflects the CPU frequency requirement and model size as above and defines the required number of local iterations for each learning service correspondingly. Finally, for the algorithm setting, we set the convergence thresholds in the algorithm as $\epsilon_1$ and $\epsilon_2$ are $10^{-4}$ and $10^{-5}$, respectively. Then, the values of the parameters $\rho_1$, $\rho_2$, and $\nu$ are 1000, 10, and 1500 respectively.

B. Numerical Results

We first illustrate a realization for the random location and local dataset size of UEs as shown in Fig. 5. For this realization, we demonstrate the convergence of the total cost, primal residual, CPU allocation, bandwidth from two solution approaches in Fig. 6. Accordingly, the centralized approach solely requires one iteration to get the optimal solution and the decentralized solution approach performs an iterative update process with many iterations to achieve that convergence condition such as the changes of solutions below small thresholds. Starting from the same initial points, the centralized approach is quickly converged within one iteration while the decentralized approach requires 95 iterations to achieve the same solution in Fig. 6a. Even though, the decentralized algorithm needs only 35 iterations to get almost similar cost compared to the optimal one, however, the allocated CPU frequency in Fig. 6d needs more iterations to obtain the same optimal solution from the solver or centralized algorithm. Different from a slow convergence of CPU frequency, the bandwidth solutions are quickly converged after 3 iterations and so the primal residual $r_2$ in the equation (36). In practical usage, we can stop when the primal residual starts converging to zero after 55 iterations as illustrated in Fig. 6b, and 6c. As a result, these solutions still guarantees to be a feasible solution and obtain such a very similar to optimal cost. In light of this observation, we later test the convergence performance of the integrated early stopping strategy in the decentralized algorithm.

Now, we will discuss the characteristic of the optimal solution in Fig. 6 as follows. As an example, by the reason of Service 1 having the smallest local model parameter size to update, it has the highest hyper-learning rate and correspondingly takes more global rounds, less number of local iterations. Thereby, in order to proceed with the local learning and perform more global rounds quickly, Service 1 occupies most of the CPU frequency of UEs. Unlike Service 1, Service 3 has the lowest hyper-learning rate, takes the least CPU frequency,
and performs less global rounds. As the learning scheme in this work follows a synchronous federated learning, all UEs have to complete the local update and send the local weight parameters to the server before updating model at the MEC server. Thus, the users who are far from the base station and have more training data to process will require longer time to train, then upload the local model. Accordingly, these devices receive the larger fraction of the uplink system bandwidth to upload their local parameters to the server. Then, FLO decides solely the optimal hyper-learning rate for each learning service by solving the SUB1-c problem. The second heuristic approach is adopted to proportionally allocate the local CPU based on the local data size (i.e., $D_{s,n}$) of each service at UEs and allocate bandwidth based on the transmission capacity of each UE. From the figures, we observe that the cost including the learning time and energy consumption of UEs for all services is reduced more than 18% and 16% than that of the Heuristic 1 and Heuristic 2 strategies. Among three learning services, Service 1 has the lowest CPU requirement and the smallest size of local model parameters. Therefore, it needs the lowest learning time and energy consumption as well. However, the minimum local performance at UEs of Service 1 compels more global rounds than that of the Heuristic 1 and the second heuristic 2 strategies. Among three learning services, Service 1, Service 2, and Service 3, UE1:UE50 has the lowest CPU requirement and the smallest size of local model parameters. Therefore, it needs the lowest learning time and energy consumption as well. However, the minimum local performance at UEs of Service 1 compels more global rounds than that of the Heuristic 1 and Heuristic 2 strategies. Among three learning services, Service 1, Service 2, and Service 3, UE1:UE50, Service 2, UE1:UE5, and Service 3, UE1:UE5 are compared to study the...
(a) Energy consumption of services by increasing $\kappa_3$. (b) Total time of services by increasing $\kappa_3$. (c) Trade-offs in objectives by reducing $\kappa_s$.

Fig. 8: The trade-offs in energy consumption and total running time by varying $\kappa$.

To boost the convergence speed, we can apply the early stopping strategy for the decentralized algorithm, namely the Decentralized-ES algorithm, by using the convergence condition on the primal residuals instead of the primal variables as we discuss above. In Fig. 9, we run 100 realizations for the random location and local dataset size of UEs while keeping the other settings to validate the convergence speed of the decentralized approach using the Jacobi-Proximal scheme for multi-convex ADMM, the early stopping version of the decentralized algorithm and the original multi-convex ADMM algorithm using Gauss-Seidel scheme. Accordingly, we observe that the median values of the required iterations of the decentralized, decentralized-ES and miADMM algorithms for convergence are 96 iterations, 67 iterations, and 70 iterations, respectively. The decentralized algorithm requires higher number of iterations on average than the original miADMM algorithm. However, the early stopping strategy helps to speed up the convergence rate and obtain nearly the optimal cost. Statistically, there is only a 0.05% difference with the optimal cost. Note that, the original miADMM does not fully support the parallel operation in the primal problem and requires cyclic learning service operating based on Gauss-Seidel update scheme. Besides, even though the proposed decentralized algorithms require a higher number of iterations to convergence, they provide privacy preserved and flexible approaches to independently control the learning process and resource allocation for each learning service. Note that, if the stringent time-constrained is required, the centralized algorithm is applicable because it can provide the solution within two iterations.

VI. PRIVACY DISCUSSION

There are two different privacy concerns in the multiple federated learning systems: (1) the revelation of personal data with the provider or among the users, and (2) the sharing service data among different learning services. Recent FL approaches acquire minimal learning information for sharing such as model parameters to preserve the privacy of personal data. Thus, FL exhibits its benefit in privacy enhancement compared to the conventional centralized machine learning approaches. However, reverse engineering could reveal the user identity from the learning model [33]. To prevent this kind of attack, Differential privacy [34] approaches in FL can ensure that the processes of collecting, aggregating, and analyzing data do not reveal sensitive information on individual users such as privacy analysis, noise injection, and data-driven solutions [35]. In addition to Differential Privacy,
Secure Aggregation [36] approaches focus on the aggregation operations using encryption techniques without revealing the contribution of each user.

Different from the privacy concern (1) in FL, the proposed decentralized optimization algorithm for resource allocation and learning parameter control in MS-FEDL problem can reduce the required exchanged service information among different learning services which might belong to different service providers. In particular, the proposed algorithm does not require sending the size of local datasets and local updates of UEs as well as the CPU cycles to execute a training sample in each UE. However, in the centralized approach (i.e., BCD algorithm), the FL Orchestrator needs to collect all of this information from all services to solve the centralized optimization problem. On the other hand, the proposed decentralized algorithm provides a flexible operation to allow coordination of service providers by solely exchanging the decision variables with the coordinator after solving their subproblems independently. In doing so, the decentralized approach could further get better scalability by lowering the number of decision variables in each subproblem. According to our experiments, the running time of one iteration in the decentralized methods is faster than that of the BCD algorithm.

We measured the running time for an iteration in the different decentralized methods is faster than that of the BCD algorithm. The number of decision variables in each subproblem. According to our experiments, the running time of one iteration in the decentralized methods is faster than that of the BCD algorithm.

To scale up our design, different MEC servers in different cells can independently allocate their resources. The recent works have analyzed the hierarchical federated learning framework in [40], [41] and game-strategic formulation that provide promising directions to extend this work regarding the scalability issue. We advocate the wireless dynamic and packet losses impacts as in [42] on the bounds of global iterations in the FEDL algorithm and MS-FEDL problem are also important to employ FL scheme to the realistic communication scenarios. We leave the possibly extensive analysis of the proposed approaches for our future works.
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