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Abstract 

Mobile Edge Computing (MEC) can grant the low latency, high computation ability to resource constrained mobile 
users by providing servers at the edge of wireless networks. Because of the low latency applications, users require their 
task computation time as minimum. Delay in computation offloading is influenced by two factors, uplink offloading time 
and processing time. Since the uploading time is mainly affected by power of mobile users which is limited and the 
interference of others, there is a trade-off between the user’s transmit power and uploading time. Moreover, the 

computational capability of the MEC server is restricted. Thus, users have to compete each other to access the computation 
resources. We formulate the uplink power allocation and computation resource allocation as Generalized Nash Equilibrium 
Problem (GNEP) where users want to minimize their delay which is controlled by their transmit power and the interference 
of other users while competing for the limited computation resources.    

1. Introduction 

Mobile Edge Computing (MEC) brings servers closer 

to users by deploying them at base stations (BSs). It 

can help users to process the real time applications 

such as Virtual Reality (VR) and Augmented Reality (AR) 

which require low latency. Users can save the energy of 

their mobile phones and their time by offloading the 

computation intensive tasks to servers. Since the 

servers are located at the base stations, the delay is 

much reduced than offloading to the traditional cloud 

servers which are located far from users.   

MEC use cases and scenarios are surveyed in [1] 

where authors compared the difference between Mobile 

Cloud Computing MCC, where servers can only be 

accessed by the Internet, and MEC. [2] studied the 

energy efficient joint radio and computation resource 

management for multi-user MEC systems with a 

stochastic approach. A game theoretic formulation for 

offloading decisions can be found in [3]. The authors 

considered both delay and energy minimization but they 

do not include the limitation of computation resource 

allocation at the MEC server. 

In this paper, we formulate the uplink power and 

computation resource allocation for minimizing delay as 

Generalized Nash Equilibrium Problem (GNEP). The 

reason why we use the GNEP is that the computation 

resource allocation is coupled among users which 

means users’ strategy sets are dependent on each 

other [4]. We propose the distributed uplink power and 

computation resource allocation algorithm which uses 

the Nonlinear Jacobi-type method [4]. 

2. System Model 

A macro base station (MBS) with a MEC server is 

considered in this paper. We assume that users have 

some tasks to offload to the MEC servers. Users share 

the same bandwidth for the uplink transmission so that 

there is an interference among them. We also assume 

that the MEC servers has the capability of processing 

multiple tasks simultaneously.  

 

Fig. 1. MEC server collocated with MBS 

A. Communication Model 

The data rate of uplink transmission can be 

calculated as follows. 
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𝑅𝑖 = 𝑊 log2(1 +
𝑝𝑖𝑔𝑖

∑ 𝑝𝑗𝑔𝑗𝑗≠𝑖 + 𝑛0

) 

where 𝑊  is the uplink bandwidth and 𝑝𝑖  is the 

uplink transmit power of user 𝑖 . Thus, the time to 

transmit the file with the size, 𝑏𝑖, is 

𝑡𝑖
𝑢𝑙 =  

𝑏𝑖

𝑅𝑖

 

B. Computing Model 

The time required to process the task which needs 

𝑐𝑖 CPU cycles can be calculated as 

𝑡𝑖
𝑝

=
𝑐𝑖

𝑓𝑖

 

where 𝑓𝑖 is the number of CPU cycles per second 

assigned to user 𝑖. 

3. Game Formulation 

The power control and computation resource 

allocation to users for minimizing delay is formulated as 

Generalized Nash Game. Players of the game are users 

and each user, 𝑖 , solve the following optimization 

problem. 

 min
𝑝𝑖,𝑓𝑖

𝑡𝑖
𝑢𝑙 + 𝑡𝑖

𝑝
    

s.t. 

𝑝𝑖  ≤  𝑝𝑚𝑎𝑥   

∑ 𝑓𝑖
𝑁
𝑖=1  ≤  𝑓𝑚𝑎𝑥   

The objective is to minimize the delay. The first 

constraint is the power budget of each user and the 

second constraint ensures that the computation 

resources allocated to all users must not exceed the 

resources of the MEC server. 

This problem is formulated as GNEP because the 

objective function of user 𝑖 depends on other players’ 

strategies because of the interferences. Moreover, the 

user 𝑖 ’s strategy set is coupled with other players’ 

strategies in the CPU budget constraint. 

The independent strategy set is defined as follows.  

𝒮𝑖 = {𝑝𝑖 : 𝑝𝑖  ≤  𝑝𝑚𝑎𝑥} 

The coupling constraint can also be written as 

𝑔𝑖(𝑓−𝑖) ∶= ∑ 𝑓𝑖
𝑁
𝑖=1 −  𝑓𝑚𝑎𝑥  ≤ 0   

The coupled strategy set of user 𝑖 is written as 

𝒬𝑖(𝑓−𝑖) = {𝑝𝑖 , 𝑓𝑖: 𝑝𝑖  ≤  𝑝𝑚𝑎𝑥 , 𝑔𝑖(𝑓−𝑖) ≤ 0 } 

The objective function is redefined as  

ℎ𝑖(𝑝𝑖 , 𝑓𝑖 , 𝑓−𝑖) =  𝑡𝑖
𝑢𝑙 + 𝑡𝑖

𝑝
 

The Game can be formulated as  

min
𝑝𝑖,𝑓𝑖∈𝒬𝑖(𝑓−𝑖)

ℎ𝑖(𝑝𝑖 , 𝑓𝑖 , 𝑓−𝑖) 

𝒬𝑖(𝑓−𝑖) is called the moving set because it depends 

on the other players’ strategies, 𝑓−𝑖. 

Existence of GNE: The objective function, 

ℎ𝑖(𝑝𝑖 , 𝑓𝑖 , 𝑓−𝑖), is differentiable and convex in 𝑝𝑖 and 𝑓𝑖. 

The player’s independent strategy set, 𝒮𝑖, is compact 

and convex and the coupling function, 𝑔𝑖(𝑓−𝑖) , is 

convex in 𝑓𝑖. So, there exists GNEs. 

The GNEPs are difficult to solve because of their 

coupling constraints. This makes them different from 

NEPs where the players’ strategy sets are fixed in NEPs. 

We propose the distributed algorithm in next section. 

4. Distributed Power and Resource Allocation Algorithm  

The uplink power and computation resource 

allocation algorithm is proposed using the Nonlinear 

Jacobi type method. Since each user’s optimization 

problem is convex, we solve it using cvxpy [5]. 

Distributed Power and Resource Allocation Algorithm 

1: Choose the initial allocation 𝑝0 = (𝑝0
0, 𝑝1

0, … , 𝑝𝑁
0 ) 

and 𝑓0 = (𝑓0
0, 𝑓1

0, … , 𝑓𝑁
0) 

2: k = k + 1 

3: Each user solves 

4:    min
𝑝𝑖,𝑓𝑖∈𝒬𝑖(𝑓−1

𝑘−1)
ℎ𝑖(𝑝𝑖 , 𝑓𝑖 , 𝑓−𝑖

𝑘−1)  

5:       𝑝𝑖
𝑘 =  𝑝𝑖, 𝑓𝑖

𝑘 =  𝑓𝑖 

6:       Exchange 𝑝𝑖
𝑘 , 𝑓𝑖

𝑘 

7: k = k + 1 

8: At each user’s side,  

9: while ( ℎ𝑖
𝑘(𝑝𝑖 , 𝑓𝑖 , 𝑓−𝑖

𝑘−1) ≥ ℎ𝑖
𝑘−1(𝑝𝑖 , 𝑓𝑖 , 𝑓−𝑖

𝑘−2)  or                         

∑ 𝑓𝑖
𝑘−1𝑁

𝑖=1 − 𝑓𝑚𝑎𝑥  ≤ 0 ) 

10:      solve 

11:          min
𝑝𝑖,𝑓𝑖∈𝒬𝑖(𝑓−1

𝑘−1)
ℎ𝑖(𝑝𝑖 , 𝑓𝑖 , 𝑓−𝑖

𝑘−1)  

12:      𝑝𝑖
𝑘 =  𝑝𝑖, 𝑓𝑖

𝑘 =  𝑓𝑖 

13:      Exchange 𝑝𝑖
𝑘, 𝑓𝑖

𝑘 

14:      k = k + 1 

15: end while 

5. Evaluation 

In evaluation, one MBS and one MEC server with 

2GHz CPU. The maximum transmit power of each user 

is 0.1 watt. We use the power density thermal noise as 

-174dBm/Hz and the long distance path loss model. 

The input file size is uniformly distributed between 35 

KBs and 60 KBs. The required CPU cycles is taken from 

a uniform distribution of [1.5e2 kHz, 2.5e2 kHz]. 
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We compare our distributed algorithm with a 

centralized solution which is an optimizer included in 

PyOpt package [6] and equal allocation where users 

transmit at their maximum power and CPU resources are 

shared equally. 

 
Fig. 2. Delay Comparison  

 
Fig. 3. Uplink Power Consumption Comparison 

 
Fig. 5. CPU Clock Cycles Comparison  

As we can see in figures, the centralized solution 

outperforms in resource allocation where users can 

need less power to transmit and CPU resource of the 

MEC server do not need to be fully allocated. But, the 

equal allocation outperforms in delay comparison which 

requires users to transmit at maximum power. Our 

distributed algorithm is comparable to the two 

approaches with less transmit power. 

6. Conclusion 

In this paper, we proposed a distributed power 

control and computation resource allocation for 

minimizing delay in Mobile Edge Computing 

environment. The problem is formulated as Generalized 

Nash Equilibrium Problem where both objective function 

and the strategy sets of players depend on each other. 

To solve the GNEP, we use the Nonlinear Jacobi type 

method for distributed algorithm. Simulation is 

performed to show the comparison between proposed 

distributed algorithm, a centralized solution and equal 

allocation for the coupled constraint.  
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