


load 𝐿𝐿𝑑𝑑, and modular load 𝐿𝐿𝑚𝑚. Therefore, the primary load 𝐿𝐿𝑝𝑝 is 
uninterruptible and also cannot be deferrable. However, the 
deferrable load 𝐿𝐿𝑑𝑑depends on the task load and once the task 
execution is being started then this type of load cannot be 
interrupted. Finally, the characteristics of modular load  𝐿𝐿𝑚𝑚  are 
interruptible and do not require the constant power supply. 
  Our propose system model is presented in Figure 1. In this 
system model, we have considered the base station (BS) is 
connected to the microgrid controller and access points (APs) are 
connected within the BS. Therefore, each AP consists of the edge 
server F. Finally, heterogeneous tasks 𝐽𝐽 = {1, … , J} request are 
generated by the various smart users. 
  In our problem description, we assume that our system model 
in the cellular network and also tasks are already received by the 
edge servers 𝐹𝐹. In addition, all the edge servers have the equal 
computational capacity 𝛼𝛼 for tasks execution. Moreover, for the 
temporal measurement, we consider a finite time horizon set 𝑇𝑇 =

{1, … , T}  with the uniform length and each T  presents with  𝑡𝑡 . 
Total energy consumption load at time slot 𝑡𝑡 as follows, 
 𝐿𝐿𝑡𝑡 =   ∑ �𝐿𝐿𝑡𝑡

𝑝𝑝 + 𝐿𝐿𝑡𝑡𝑑𝑑 +  𝐿𝐿𝑡𝑡𝑀𝑀 �            ∀∈𝐹𝐹                               ( 1) 
The value of the primary load follows the constant value for the 
each and individual edge server and also  ∑ 𝐿𝐿𝑡𝑡

𝑝𝑝
∀∈𝐹𝐹  is the total 

amount of load for all the edge servers under the one BS. 
Therefore, the deferrable load is 𝐿𝐿𝑡𝑡𝑑𝑑 = ∑ 𝛽𝛽∀∈𝐽𝐽

𝛾𝛾
𝛼𝛼

,  whereas 𝛽𝛽 is the 

energy coefficient and the value of 𝛽𝛽 depends on the edge server 
capacity. In addition, 𝛾𝛾  is the amount of total computational 
request into one edge server at time slot 𝑡𝑡.  
The modular load depends on one binary indicator  𝜔𝜔𝑡𝑡  where 
𝜔𝜔𝑡𝑡 = 1 indicates the edge server has the modulate load at time 
slot  𝑡𝑡  and the modular load for all edge server represents 
as ∑ 𝐿𝐿𝑡𝑡𝑚𝑚𝜔𝜔𝑡𝑡∀∈𝐹𝐹 .    
The objective of the problem (2) is to minimize the root mean 
square error between the true value 𝐿𝐿𝑡𝑡 and predicted value ℎ𝑡𝑡.  

𝛿𝛿𝑡𝑡 =  �
∑ (𝐿𝐿𝑡𝑡 − ℎ𝑡𝑡)𝑁𝑁
𝑖𝑖=1

𝑁𝑁
                                                          (2) 

Where 𝑁𝑁 is the number of data point at time slot 𝑡𝑡.  
3. Solution Approaches 
  Our proposed temporal energy demand extrapolation for 
mobile edge solution architecture is shown in figure 2. We have 
proposed a three-layer architecture where the first layer is for 
energy feature extraction from the task requests into edge server. 
To extracts the primary load energy features we have consider 
the edge server characteristics for the idle state. However, the 
deferrable load depends on the tasks request into edge server. 

Therefore, the modular load contingents with the status of edge 
server execution status.  
  The second layer usages the features, those are the output 
from the first layer and preprocess these input values into a matrix 
format. Additionally, preprocessed data are scaled by min-max 
normalization. 
Finally, in the layer three, we have adopted the long short-term 
memory (LSTM) neural networks model for our solution [6]. That 
is the optimized version of the recurrent neural network (RNN) and 
also LSTM handles properly with the vanishing gradient problem. 
 

 

Figure 2: Extrapolation Architecture 

  Following is the temporal energy demand extrapolation 
algorithm basic steps,  

Algorithm: Temporal Demand Extrapolation 

1. Input : Task List 𝑱𝑱𝒕𝒕 , Edge 𝑭𝑭𝒕𝒕 
2. Output: Extrapolation vector 𝒉𝒉𝒕𝒕   

3. Repeat{ 
4.    Repeat{ 
5.    Step 1: Feature Extraction:  
6.     Find ∑ 𝑷𝑷𝒕𝒕

𝒑𝒑
∀∈𝑭𝑭 +∑ 𝑳𝑳𝒕𝒕𝒅𝒅𝑷𝑷𝒕𝒕𝒅𝒅 +∀∈𝑭𝑭

                  ∑ 𝑷𝑷𝒕𝒕𝒎𝒎∀∈𝑭𝑭     
7.      Calculate 𝑳𝑳𝒕𝒕 using eq. (1) 
8.    Step 2: Preprocessing: 
9.          Scale 𝑿𝑿𝒕𝒕   
10.    Step 3: Modelling(LSTM): 
11.      Find: 𝒉𝒉𝒕𝒕 =  𝑶𝑶𝒕𝒕ʘ 𝝈𝝈𝒉𝒉(𝑬𝑬𝒕𝒕)   
12.    } Until ⩝ 𝑱𝑱 ∈ 𝑭𝑭 

13. } Until ⩝ 𝑭𝑭 ∈ 𝑩𝑩 

4. Performance Evaluation  

   In this research, we have implemented our proposed model on 
python platform and also, used the nyupoly/video dataset [7] for 
performance analysis. However, we have considered the 
Raspberry Pi 3 Model B as an edge server into one AP and also 
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we have used 10 APs with one BS. Additionally, we have 
executed our model for 3000 time slot and each time slot consists 
of 15 minutes duration. 

 

Figure 3: Energy Demand for Individual APs          

  Figure 3 depicts the extrapolated energy demand for each AP 
into 3000 time slot. 
 

 

Figure 4: BS Energy Demand Forecasting 

 

Figure 5: Loss Convergence for LSTM Learning 

 

Figure 6: Comparison of Different Model  

   BS energy demand forecasting for 3000 time slot represents 
in Figure 4 and it is observed that, the proposed model gain (green 
dot) higher accuracy for the demand extrapolation. Loss 
convergence for LSTM learning model is described in Figure 5. 
Finally, in Figure 6 presents, the root means square error (RMSE) 
and mean absolute error (MAE) is very less instead of linear 
regression and ARIMA so that we choose the LSTM model. 
 

5. Conclusion  

 The temporal energy demand extrapolation for mobile edge 
based on computational task is a novel and contemporary 
approach that enables the energy load extrapolation for the 
network resources under the cellular networks. The proposed 
method substantially helps for seamless energy management for 
mobile networks with the smart grid environment. Additionally, this 
approach will significantly reduce the risk of energy failure due to 
task load in dynamic cellular networks. 
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