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Abstract

Ultra Reliable Low Latency Communications (URLLC) is a 5G wireless networks service that accommodates applications having strict reliability and latency requirements such as industrial IoT, virtual reality, and autonomous vehicles. URLLC aims low latency and high reliability transmissions. In this paper, the dynamic multiplexing of URLLC and enhanced Mobile Broad Band (eMBB) is tackled. We model the problem as a Markov Decision Process. Moreover, We propose a weighted formulation that takes into account both the total average data rate of eMBB traffic and the URLLC reliability. To this end, We propose a Q-learning algorithm where the gNB learns the optimal resource allocation to eMBB and URLLC traffics. The simulation results illustrate the performance of the proposed algorithm.
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1. Introduction

5G New Radio (NR) supports different services with different requirements (i.e., enhanced Mobile Broad Band (eMBB), and URLLC). While eMBB is designed to maximize the system data rate which is an extension of LTE-Advanced, URLLC is designed to support applications that require ultra-high reliability and low latency. As mentioned in the Third Generation Partnership Project (3GPP), URLLC provides services with a packet error rate less than $10^{-5}$ while ensuring that the latency is less than $0.5ms$ which are very critical in some applications such as autonomous vehicle, and industrial IoT [1].

Supporting these services with different requirements increases the complexity of resource slicing in 5G NR. One approach to distribute resources among these services is the orthogonal-slicing. In this technique, slices are allocated to each traffic orthogonality (i.e., slices are orthogonal in frequency-time) considering the requirements of each service. The orthogonal-slicing gives a free-interference resource slicing. However, This approach leads to inefficient use of available resources [2]. Another approach, called non-orthogonal slicing, is to share resources between these different services and allocate resources dynamically. Here, reusing resources among the different services improves the spectral efficiency. However, the non-orthogonal slicing may cause interference among these different services [3, 4].

In this work, we consider the URLLC/eMBB resource slicing problem for non-orthogonal approach. Here, the time domain is divided into equally spaced time slots (i.e. eMBB transmit time interval). Each time slot is further divided into mini-slots (i.e. URLLC transmit time interval) [1]. The incoming URLLC is scheduled immediately in the next mini-slot to achieve a low latency transmission. The available resources are allocated dynamically to eMBB/URLLC traffics considering the eMBB user’s data rate and the URLLC reliability. We formulate the problem of resource allocation as a Markov Decision Problem (MDP) wherein the state represents the mini-slots, the decision variable is the number of RBs allocated to URLLC traffic. The total expected reward is defined as a weighted summation of total eMBB data rate and URLLC reliability. The URLLC reliability is formulated based on the outage probability of URLLC traffic.

2. System Model

We consider a gNB with $M$ eMBB users. The total resources are divided into a number of Resource Blocks (RBs). The RBs allocated to eMBB transmission at the slots level (i.e., at the beginning of each time slot). However, the arrived URLLC traffic during a time slot cannot be delayed to the next time slot due to its latency requirement. Therefore, we schedule the incoming URLLC traffic at the level of mini-slots as shown in Fig. 1. Hence, scheduling the incoming URLLC traffic at the edge of mini-slot ensures its latency constraint. However, scheduling the URLLC traffic over mini-slots of a time slot that already assigned to eMBB traffic causes interference to eMBB transmission. Hence, the gNB stops the eMBB transmissions (i.e., by allocating zero power to it) overlapped with URLLC (i.e., puncturing eMBB transmission) [5, 6, 7].

Puncturing eMBB transmissions impacts the data rate of eMBB users. Therefore, this work aims to minimize the impact on eMBB data rate while considering the URLLC requirements. Here, we approximate the loss of eMBB data rate as a linear proportional to the punctured RBs by the URLLC traffic. The incoming URLLC traffic at the edge of mini-slot ensures its latency constraint. However, scheduling the URLLC traffic over mini-slots of a time slot that already assigned to eMBB traffic causes interference to eMBB transmission. Hence, the gNB stops the eMBB transmissions (i.e., by allocating zero power to it) overlapped with URLLC (i.e., puncturing eMBB transmission) [5, 6, 7].

Puncturing eMBB transmissions impacts the data rate of eMBB users. Therefore, this work aims to minimize the impact on eMBB data rate while considering the URLLC requirements. Here, we approximate the loss of eMBB data rate as a linear proportional to the punctured RBs by the URLLC. Therefore, the eMBB users data rate can be approximated as follows:

$$R_{eMBB} = \sum_{m=1}^{M} \sum_{b_m} (b_m - l_m) f \log_2(1 + SNR_m), \quad (1)$$
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where $b_m$ is the number of RBs allocated to the $m^{th}$ eMBB user, $l_m$ is the number of punctured RBs from the $m^{th}$ eMBB user due to URLLC traffic, $f$ is the bandwidth of each RB (i.e., we consider that all RBs have the same bandwidth), $SNR_m$ is the eMBB user $m$ signal to noise ratio, and $M$ is the total number of eMBB users.

We consider that $Z$ is a random variable representing the URLLC traffic load. Therefore, we can calculate the outage probability of URLLC traffic as follows:

$$P_{\text{outage}} = P\left[ \sum_{m=1}^{M} l_m f \log_2(1 + SNR_u) < Z \right] \leq \eta,$$

(2)

Where $\eta$ is the maximum outage probability, and $SNR_u$ is the signal to noise ratio of URLLC.

The outage probability can be transformed into a deterministic form using the Cumulative Distribution Function (CDF) of $Z$. Therefore, we can write the outage probability as follows:

$$P_{\text{outage}} = 1 - F_Z(\sum_{m=1}^{M} l_m f \log_2(1 + SNR_u)) \leq \eta$$

(3)

Where $\lambda$ takes any positive number.

3. Proposed Reinforcement Learning Algorithm

Here, we address the dynamic multiplexing of URLLC/eMBB traffics problem within a MDP. We define the following MDP:

- **States:** each state $x(t) \in X$ corresponds to a minislot in time domain as shown in Fig. 2.

- **Action:** The gNB autonomously responds to the URLLC traffic and network state based on the historical data and selects an action from the set $A = \{v_0, v_1, \ldots, v_B\}$ where $B$ is the total number of RBs, and $v_b$ is the number of RBs allocated to URLLC traffic which takes a value in the range of $[0, B]$.

- **Reward:** We define the reward function $R(x(t), l)$ as a weighted summation of eMBB data rate and the URLLC reliability. Therefore, the reward function can be given as follows:

$$R(x(t), l) = \sum_{m=1}^{M} (b_m - l_m) f \log_2(1 + SNR_m) + \beta \left( \left( \sum_{m=1}^{M} l_m f \log_2(1 + SNR_u) \right) \lambda - \frac{x_n^\lambda}{\eta} \right)$$

(5)
an action that maximizes its current estimate with probability \(1 - \epsilon\), or a random action with probability \(\epsilon\). The parameter \(\epsilon\) captures the exploration/exploitation trade-off.

The Q-value of current state is given as \(Q(x^{(t)}, v^{(t)}) \leftarrow (1 - \alpha)Q(x^{(t)}, v^{(t)}) + \alpha \left( R + \gamma V(x^{(t+1)}) \right) \) where \(\alpha\) is the learning rate parameter, \(\gamma\) is the discount factor, and \(V(x^{(t)})\) is defined as \(V(x^{(t)}) = \max_v Q(x^{(t)}, v) \).

4. Performance Evaluation

Here, we study the performance of the proposed model. We consider a system with a total bandwidth of 100 RBs. The URLLC traffic is generated from Pareto Distribution with \(\lambda = 2\). The agent training parameters are \(\alpha = 0.9\), \(\gamma = 0.9\), and \(\epsilon = 0.9\).

Fig. 3 shows the convergence of the total reward under successive explorations following the Q-learning approach. As shown in Fig. 3, the reward value increases with number of episodes and this means that the proposed algorithm allocates resources to eMBB and URLLC traffics while satisfying both the eMBB data rate and URLLC reliability.

5. Conclusion

In this work, we studied the dynamic multiplexing of URLLC and eMBB transmissions. The dynamic multiplexing problem of eMBB/URLLC has been formulated as a MDP. We have formulated the reward function as a weighted summation of eMBB data rate and URLLC reliability. We introduced the Q-learning algorithm where the gNB learns the optimal resource allocation to eMBB and URLLC traffics. The results show that the proposed algorithm can allocate resources dynamically to eMBB and URLLC traffics efficiently.
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