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Abstract

As COVID-19 cases surges, most countries lack resources to conduct active monitoring for each patient without symptoms nor suspected patients. We propose a method to predict the possibility of developing severe symptom and mortality rates at the testing center to reduce the burden for healthcare workers and government officials conducting active monitoring and quarantine. Installing the BIA devices with the prediction model installed at the testing site for COVID-19 and encouraging suspected patients to conduct BIA will predict each patient’s risk. The prediction result will allow healthcare workers to warn each individual of their risk and government officials to conduct active monitoring for the suspected patients with high-risk factors. The prediction model from our method will produce a more accurate result as our machine learning model updates each patient's progression, such as hospitalization, ICU admission, and death. The result will allow each patient to be aware of the danger they are facing and encourage responsible behavior as well as reduces the burden for both healthcare workers and government officials by allowing them to focus on more vulnerable.

1. Introduction

Coronavirus disease 2019 (COVID-19) is a global disease that led to over 1,490,000 deaths worldwide and 64,500,000 confirmed cases, leading to a devastating outcome [1]. As the COVID-19 case surpasses 60 million, it is getting harder to keep a close watch on each patient in quarantine and track their progress. We propose an evolvable method to evaluate each individual's risk at the initial testing stage, so healthcare workers or government officials can warn them to take extra caution or monitor those with higher risk. Our method is based on two key technologies, federated learning and Bioelectrical Impedance Analysis (BIA).

In most countries, aggregating patient data to a central location is prohibited due to patient privacy [2], whereas Machine Learning requires a large dataset to optimize the result. To overcome this challenge, we used federated learning to avoid locally aggregating patient data but harness the full potential of fragmented patient data from local hospitals across the country and even countries to have an outcome that is representative of a larger population.

According to [3], there are several key factors that are significantly associated with COVID-19 mortality: age, Body mass index (BMI), severe comorbidities, advanced respiratory support, and critical illness. Our approach to use BIA predicts the severity and mortality can be related to most key factors that are significantly associated with COVID-19 mortality [13,14,15].

The age, which is the factor that is the most transparent and easy to distinguish, will be a valuable input feature for model training. For severe comorbidities, advanced respiratory support, and critical illness, these factors are medical details that are hard to confirm or only present after patients are hospitalized. But BIA is a widely used method to measure body composition to detect obesity, which is a known critical illness and disease that cause some of the most critical illness and led to severe comorbidities and advanced respiratory support [4,5,6,13]. Also, BIA devices calculate BMI with BIA. Thus, with BIA, we can produce a reliable result in COVID-19 mortality and severity prediction.

2. System Model

Our method can be simplified into Fig. 1, a flowchart depicting how our method can predict mortality and severity of the suspected patient if the individual is tested positive for the Reverse Transcriptase-Polymerase Chain Reaction Severe Acute Respiratory Syndrome Coronavirus 2 (RT-PCR SARS-CoV-2) test.

2.1. Test BMI with body composition analyzer

BMI can be calculated with Eqn.1[7]. It is a very simple equation
that one does not need a machine to calculate. However, in our method, we are using a body composition analyzer to gather to improve the performance of the prediction model.

\[
\text{BMI} = \frac{m}{h^2} \tag{1}
\]

\(\text{BMI}\) means body mass index, \(m\) means mass (in kilograms), and \(h\) means height (in meters).

Even though due to technical limitations, it is not possible to get direct in vivo measurement of body components (BC), there are indirect methods and models to measure it. The most widely used model to measure BC for both clinical and non-clinical settings is the Bioimpedance analysis (BIA). BIA technique measures the characteristics of BC by calculating electrical properties from the transit time of a low-voltage electric current through the body [7]. The from measured electrical properties, we can get valuable information about body tissue and body composition parameters such as total body water (TBW, Eqn.2[8]) and fat-free mass (FFM, Eqn.3[8]). The test only takes about 60 seconds and has very few guidelines that need to be kept to produce accurate and reliable results, and it is a non-invasive and low cost, which is why it is popular for non-clinical usage.

\[
\text{FFM} = 0.661 \frac{H^2}{R_{50}} + 0.200W - 0.32, \tag{2}
\]

\[
\text{TBW} = 0.40 \frac{H^2}{R_{50}} + 0.148W + 3.32, \tag{3}
\]

\(R_{50}\) means resistance measured at 50 kHz (ohm), \(H\) means height (cm) and \(W\) means weight (kg).

Key input features from BIA are phase angle, impedance, and analysis from the BIA device. The phase angle is an input feature that depicts the ratio between intracellular and extracellular water. Due to its sensitivity to nutritional status and close association with cellular integrity compared to that of impedance, the phase angle is a valuable input feature to the prediction model. The result varies with nutritional and hydration status, but if tested individuals are in a healthy state, phase angle’s range should vary between 6° to 7°, for athletes up to 8.5°. If the phase angle is below 5°, it indicates that the tested subject shows signs of a loss of cellular integrity [7].

As the name Bioelectrical Impedance Analysis suggests, bioelectrical impedance \((Z, \Omega)\) is one of the key input features in BIA as well as our prediction model. The bioelectrical impedance varies by the composition of tissue and the frequency of the current that is applied. With the variation of the bioelectrical impedance, the BIA device calculates the relationship between resistance \((R, \Omega)\) and reactance \((Xe, \Omega)\) [8], which represent the relationship between intracellular and extracellular fluids to the capacitance of the cell membrane to find phase angle (Eqn.4[7]). With these measurements, it is possible to produce results such as analysis of body composition, muscle-fat, and more.

\[
\text{Phase Angle (°)} = \frac{\text{reactance}}{\text{resistance}} \times (180/\pi) \tag{4}
\]

Lastly, for the early stage of the model, analysis from the BIA device will be used to increase the accuracy of the model. At the early stage of the model, where the FL model had less training data to produce a reliable result, we used analysis from the BIA device to get information regarding TBW, skeletal muscle mass, and body fat mass. With these measurements, we can use the Random forest to produce meaningful results until enough data is collected to mature the FL model.

### 2.2. Acquiring additional data

Our model is designed to produce more accurate results than a decision tree with age and BMI as branches. This is possible by updating the model with additional input features such as hospitalization, ICU admission, death of the patient, and Electronic Health Records (EHRs) from the progression of COVID-19. From EHRs, we prioritize gathering blood tests, urine tests, and blood pressure for these data are structured numerical data [11].

### 2.3. Updating model

For we were not able to find any previous studies that utilize BIA with federated learning nor COVID-19, at the initial stage of the model, a Random Forest will be used to as sufficient data is gathered. The Random Forest model would be deployed at the BIA device on each testing site with proven input features such as age, BMI, BIA, and pre-existing conditions to evaluate the severity of the suspected patient if the patient tested positive for the RT-PCR SARS-CoV-2 test.

If we gathered enough BIA datasets to generate the initial model at a time \((t)\), the model is trained with input features that will be consist of age, height, BMI, BIA result, BIA analysis result, and patients’ progression (not severe, hospitalization, ICU admission, and death). The input features will increase as we have more data, such as blood tests, urine tests, blood pressure, etc. The trained model at the time \((t)\) is then deployed at the BIA device on each testing site where it will produce a prediction of the suspected patient's severity of COVID-19 based on the input feature of time \((t)\) by numbers from 0 to 3. The prediction result represents an estimated prediction of severity of the COVID-19, which varies from 0 to 3, 0 meaning not severe, 1 meaning hospitalized, 2 meaning ICU admission, 3 meaning death. The BIA result and prediction of the suspected patient will be stored in a temporary database until the suspected patient is tested positive. If patient is hospitalized it will update input value for patients'
progression and as test from hospital gets updated, it will be updated to the Data Store for the model calibration. If suspected patient is tested positive but not hospitalized, patient's data will wait for 21 days for 99 percentiles of patient develop symptom after 14 days of quarantine or active monitoring [10]. We allow full 14 days and additional 7 days for human error then update the data to the Data Store with patient's progression value as 0.

At the time (t+1), when we gathered enough data to utilize additional input features, we will extend the input features to improve the accuracy of the prognostic forecast. After extending the input features, we train the model with only (t+1) data. This process is scalable, thus allowing it to be an evolvable COVID-19 Mortality & Severity Prediction model.

After each update to the model, the local model sends weighted values to the central aggregator to update the global model.

2.4. Attention Mechanism

For the model to expand input features and maximize the accuracy of the model, we adopted the Attention Mechanism to our model [9]. The basic concept is that each time the model tries to predict an output result, it only uses parts of an input features where the most relevant information is concentrated instead of an entire input features to focus on the few key values. Attention Mechanism is composed of two key components, the encoder and the decoder. How encoder for Attention Mechanism operates resembles that of the Encoder-Decoder Model but not for the decoder. During decoding, the decoder's hidden state is computed with a context vector for every output. Then attention vector is computed by context vector and attention function [12].

3. Conclusion and Future Directions

We propose an Evolvable COVID-19 Mortality Prediction model using Bioelectrical Impedance Analysis. It utilizes proven correlation and analysis to estimate severity and mortality risk by COVID-19 of each individual with just a minute. We believe this method can focus on limited government officials and healthcare workers to focus on individuals with higher risk as well as reduce unsafe behaviors from those with higher risk. For our method is focused on BIA and body composition, which is closely related to the endocrine diseases, we would like to evolve it to be able to conduct prognosis on individuals. Instead of numbers from 0 to 3, it would calculate the probability of developing each endocrine disease if this BIA result continues.
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